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Abstract

Multi-messenger (and more broadly, panchromatic) astronomy regards the use of mul-
timodal information Ð incident photons, gravitational waves, neutrinos, and cosmic
rays Ð to form astrophysical inferences. Since each messenger interacts uniquely with
the dynamics of the phenomena in question, drawing information from multiple mes-
sengers poses a more complete probe of the universe. However, the exact inference
method is scenario-speciőc, and we lack a general means to design multi-messenger
instrument networks to best formulate scientiőc knowledge. To this end, this thesis
presents a framework using probabilistic graph models to simulate the performance
of heterogeneous instrument networks, with applications to two case studies.

The őrst case study regards the measurement of the Hubble parameter, i.e. the
rate of expansion of the universe, with joint gravitational-wave and electromagnetic
detection of neutron star mergers Ð cosmological standard sirens. This case study
predicts 45+68

−32 joint detections by the end of the 2020s, likely sufficient to measure the
Hubble parameter with 4% uncertainty. Furthermore, 𝒪(105) instrument networks
are simulated. The most promising conőgurations rely on a highly-sensitive set of
ground-based interferometers with wide geographic distribution along with a set of
narrow-őeld, large-aperture ground- or space-based telescopes.

The second case study regards using star tracker imagery from LEO satellite con-
stellations to improve our knowledge of resident space objects Ð active satellites and
debris. Traditionally, orbit determination relies on bespoke ground-based radar sys-
tems which are increasingly insufficient to meet the needs of LEO satellite operators.
For two simulated objects, this case study shows star trackers could supplement but
not replace radars to improve knowledge: including imagery from 103 satellites could
reduce positional uncertainty by a factor of ∼3 compared to a radar-only network.

Thesis Supervisor: Olivier L. de Weck
Title: Apollo Program Professor of Astronautics

Thesis Supervisor: Jacqueline N. Hewitt
Title: Julius A. Stratton Professor of Physics
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Chapter 1

Introduction

Our windows into the universe have historically been signiőcantly constrained in

their extent. Until the őrst radio astronomy observation in 1932 [145], humanity

only ever viewed the cosmos through the lens of the narrow optical portion of the

electromagnetic (EM) spectrum. While in the 20th century we largely őlled out

the EM spectrum with panchromatic suites of instruments like those of the Great

Observatories program [14], other windows into the universe have remained closed

until recently Ð not just narrow or limited in extent, but completely inaccessible to

measurement.1 Three new spectra have garnered the attention of the astronomical

community: the gravitational-wave (GW), neutrino (𝜈)2, and cosmic ray spectra. In

the same way that a color movie captures qualitatively different information about

a scene compared to a black-and-white őlm, multi-messenger astronomy promises to

unlock novel insights about the universe. To quote the Astronomy and Astrophysics

2020 Decadal Survey, multi-messenger observations łare the only path to disentangle

and decipher the nature and history of our complex universe. The realization of that

goal has been the basis of twenty-őrst-century space astrophysics. No single telescope

alone can answer all of the most pressing questions in the őeld, from the nature of

the Big Bang to the emergence of life on planetsž [113].

The age of multi-messenger astronomy is still in its infancy. As of early 2023, only

1Though arguably, multi-messenger astronomy predates panchromatic astronomy, as cosmic rays
were őrst detected during a 1912 balloon ŕight [132].

2Not to be confused with frequency 𝜈.
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a handful of astronomical sources have been detected in more than one spectrum.

Prominent examples include a binary neutron star merger (GW/EM) [51], the Sun

(EM/𝜈/cosmic rays), a supernova (EM/𝜈) [86], a blazar (EM/𝜈) [119], and a possible

black hole tidal disruption event (EM/𝜈) [67].

In the ideal limit of receiving maximum information about the universe, we would

measure every messenger, in every frequency, from every incident direction, at all

points in time, and with sensitivity constrained only by quantum uncertainty. Our

windows into the cosmos would be maximally wide and maximally precise. Given that

we are far from that limit and have őnite effort to dedicate towards getting there, the

natural question that follows is: which set of measurements should we prioritize őrst?

1.1 Towards 𝜃-complete astronomy

Every astronomical detector measures one or more of the amplitude 𝐴, frequency 𝜈,

phase 𝜑, polarization orientation 𝜓 and ellipticity 𝜀, directions 𝛼 and 𝛿, and timing 𝑡

of incident waves, henceforth denoted 𝜃 ≡ [𝐴, 𝜈, 𝜑, 𝜓, 𝜀, 𝛼, 𝛿, 𝑡]. [95] refers to these as

the latent variables of the measurement, since the measurement dimensions may not

directly coincide with 𝜃-space. For the most part, different types of detectors of the

same messenger merely measure different sets of these same physical quantities. For

example, a monochromatic optical telescope determines {𝐴,𝛼, 𝛿} of photons Ð the

amplitude of incident light in a certain direction Ð whereas a spectrometer primarily

infers {𝐴, 𝜈}, sacriőcing directionality uncertainty for frequency uncertainty.

From the very őrst telescopes in the 17th century all the way through the modern

era, much of astronomical instrument design has focused on improving the informa-

tional quality of measurements of 𝐴, 𝜈, 𝛼, and 𝛿 at speciőc points in 𝜃-space.3 Larger

telescopes with more sensitive detectors and more őnely-tuned őlters have progres-

sively improved Ð by orders of magnitude! Ð at resolving smaller, dimmer sources

at őner frequency resolutions. However, improvements in the breadth of detection

3Lots of progress has also been made in radio and optical polarization, though discussion of
polarization more generally is left to future work.
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capabilities have been largely bereft. Our ability to map the complete domain of

the electromagnetic spectrum Ð the complete 𝜃-space, the entirety of the luminous

events in our sky Ð remains relatively limited.

As a somewhat hyperbolic point, contrast Hubble with Galileo’s őrst telescope:

with a 26 mm aperture, Galileo’s telescope had a resolution limit of 𝒪(10−3) deg [117].

In comparison, Hubble’s 2.4 m aperture has a resolution limit of 𝒪(10−5) deg [2], rep-

resenting a 𝒪(102) improvement in both directional uncertainty and sensitivity.4 Yet

Hubble’s őeld of view, 0.02 deg2, is even smaller than that of Galileo’s at roughly

0.05 deg2 Ð if not for Hubble’s higher throughput which allows it to take more mea-

surements in a shorter period of time, our quintessential 20th-century space telescope

would be no better than 17th-century technology at achieving 𝜃-complete astronomy.

By one estimate [149], Hubble has only collectively imaged 0.8% of the entire sky, as

depicted in Fig. 1-1.

Figure 1-1: All Hubble images mapped onto the celestial sphere.
These 1.4+ million images, taken during Hubble’s 3+ decade operational lifetime,
collectively map a mere 0.8% of the 4𝜋 sr area of the sky. The sinusoidal feature is
the ecliptic plane corresponding to imagery of solar system objects. Image credit [149].

In the late 20th century, we began the őrst steps towards 𝜃-complete astronomy
4SNR scales with the square root of the signal, so a doubling of diameter does not mean a

quadrupling of sensitivity.
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More recent developments in astronomy have taken even greater strides towards

𝜃-complete astronomy via time-domain, transient, and survey astronomy, which col-

lectively address the 𝑡, 𝛼, and 𝛿 components of the 𝜃-space of the EM spectrum.

The Zwicky Transient Facility (ZTF) is a wide-őeld survey and transient observatory

with a 47 deg2 őeld of view, acquiring őrst light in 2018 and able to scan the en-

tirety of the Northern sky on a nightly basis [55]. The Vera C. Rubin Observatory

is a ground-based, 𝑓/1.23, 8.4 m diameter wide-őeld telescope that will image the

accessible Southern sky every few nights via a 9.6 deg2 őeld of view, generating 20

TB of data per night [136]. The Roman Space Telescope, planned for launch in 2026,

promises a őeld of view 100 times larger than that of Hubble [53].

Still, the window of observations of our universe remains small. Even the Rubin

Observatory addresses a mere 0.02% of 𝛼𝛿𝑡-space, or 0.0005% of 𝛼𝛿𝑡𝜈-space.5 The

extent of physical possibilities before us is vast, and we are far from the fundamental

limit of measuring every incident photon, from every direction, at every frequency, and

at all points in time Ð not even to mention the three other underexplored messengers.

1.2 Astronomical sensor fusion

Simply measuring the 𝜃-space of messengers is a necessary but insufficient condition

for achieving progress in astronomy. As with traditional astronomy, one must use

the measurements to make hypotheses about how the world functions. However,

in contrast with traditional astronomy, the distinguishing trait of multi-messenger

astronomy is not just that it refers to multiple messengers. Rather, it involves making

cohesive scientiőc inferences from a variety of disparate data sources. Multi-messenger

astronomy is just one name used to refer to this process. Other examples of the

same phenomenon include panchromatic astronomy, which refers to measurements of

disparate frequencies or energy levels of a singular messenger. Similarly, time-domain

astronomy refers to temporally-variable measurements.

5Where the considered frequency range is from long-wave radio to hard 𝛾 rays (100 to 1024 Hz)
and the fraction of 𝜈 that is measured is calculated in log-space.
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For lack of a better term, this work uses łmulti-messengerž as an umbrella phrase

to capture all aspects of this process of data fusion. In all such cases, sensor fusion

cannot happen exclusively at the measurement-level, because the measurements in-

volved are multimodal. Unalike measurements require feature-level fusion rather than

measurement-level fusion (further described in Chapter 2). Essentially, one must as-

sume a certain model of the phenomena in question Ð a speciőc mapping from

measurements to phenomenological features Ð in order to perform multi-messenger

astronomy at all.

1.3 Research goals

The central issues of multi-messenger astronomy regard (1) how to form scientiőc

hypotheses given multimodal data, (2) how to determine where multi-messenger mea-

surements can yield better information than traditional methods alone, and (3) how to

optimally build a network of observatories given őnite resources. This thesis presents

a general framework for conceptualizing multi-messenger astronomy, drawing inspi-

ration from the őelds of information theory and sensor fusion. Chapter 2 further

elaborates on the astrophysical messengers, their corresponding detectors, and fun-

damental limits of information and uncertainty. In the second half of the chapter, a

general method is presented which characterizes the performance of multi-messenger

observatory networks through the use of Bayesian networks. These networks track the

ŕow of information from sensors to scientiőc hypotheses. Chapters 3 and 4 exemplify

this method for two case studies which demonstrate different ŕavors of astronomi-

cal sensor fusion. The őrst case study, Chapter 3, involves using joint gravitational

and electromagnetic detection of binary neutron star mergers to measure the Hubble

parameter, the present expansion rate of the universe. The second case study, Chap-

ter 4, involves performing orbit determination with asynchronous radar and optical

measurements of artiőcial objects in Earth orbit for the purpose of space situational

awareness. Chapter 5 concludes and recommends future work to further develop this

conceptual framework.
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Chapter 2

Systems framework for

multi-messenger astronomy

2.1 Messengers

Given only a posteriori, the set of messengers of multi-messenger astronomy may

appear somewhat arbitrary: why photons, gravitational waves, neutrinos, and cosmic

rays speciőcally? Are there other messengers we might be interested in but which

we have yet to measure? These four messengers can be understood in the lens of the

standard model of particle physics and the fundamental forces, which describe the

set of known particles and how they interact.

The four fundamental forces Ð electromagnetic, gravitational, weak, and strong

Ð are generally mediated by elementary particles called gauge bosons, with the pos-

sible exception of the gravitational őeld [123]. Photons, the subject of traditional

astronomy, are the familiar and well-studied bosons which mediate the electromag-

netic őeld. Gravitons, the hypothesized boson mediator of the gravitational őeld,

are not in the standard model of particle physics as a true quantum description of

gravity is not presently known [43].1 Nevertheless, gravitational waves are similarly

detectable over signiőcant distances, as the spatial distortions predicted by general

1However, if the gravitational őeld were able to be expressed in the framework of a quantum őeld
theory, the existence of such a graviton would presumably follow.
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relativity can be directly measured. W and Z bosons, which transmit the weak force,

have a half life of 10−25 s due to their large mass, and therefore quickly decay into

other particles before any chance of an astrophysical detection [123]. Gluons, which

mediate the strong force, do not decay but also do not separate from quarks due to the

conőnement property of the strong force. As a result, between the four fundamental

forces, only EM and GW forces directly propagate over astrophysical distances [104].

However, the weak and strong forces can provide astrophysical insight through

fermions, the non-bosonic half of the standard model consisting of quarks and leptons.

Fermions are massive2 particles which can propagate over astrophysical distances

given sufficiently relativistic energies. Cosmic rays are combinations of quarks and

leptons, consisting of baryons (individual protons and neutrons, as well as the atomic

nuclei they compose) and electrons [132]. Cosmic rays correspond most closely to the

strong force, which conőnes sets of quarks into protons and neutrons, the primary

component of cosmic rays. Neutrinos are the other form of leptons Ð essentially,

chargeless and less massive versions of electrons Ð which interact with other forms of

matter primarily through the weak force.3 All types of fermions are included under

the umbrellas of cosmic ray and neutrino messengers.

Therefore, the complete set of four astrophysical messengers arises fairly naturally

from fundamental physics as per the four fundamental forces as well as the elementary

particles of the standard model, summarized by Table 2.1. There is a close mapping

between the four messengers and the four fundamental forces. Absent possible ex-

tensions to the standard model, some of which propose new particles Ð and some

further subset of which may actually be detectable Ð these messengers are the ex-

clusive means by which we can gain information about the universe from our vantage

point in the solar system.

2Massive meaning łhaving mass,ž not to be confused with łvery heavyž.
3Neutrinos also interact with other matter through the gravitational őeld.
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Table 2.1: Astrophysical messengers via the standard model of particle physics
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2.2 Detectors

Any astrophysical instrument is a physical instantiation of a device which can measure

one of the above messengers. The particular forms of the implementation, i.e. the

technologies used to construct the instrument, do not directly determine the informa-

tion it intends to measure. However, the instrument’s function, i.e. its performance

or ability to effectively measure the messenger, certainly inŕuences what informa-

tion can be known. As such, it is necessary to understand the operating principles

of typical implementations of these measurement devices, particularly as they relate

the form and function of the device. This thesis considers a variety of astrophysi-

cal instruments which take measurements in a range of spectra. In this section, we

cover the form and function of electromagnetic instruments ranging from radars to

𝛾-ray detectors, as well as gravitational-wave interferometers, neutrino detectors, and

cosmic ray detectors.

2.2.1 Electromagnetic detectors

The őrst type of electromagnetic detectors considered are passive telescopes which

gather and focus incident light throughout different portions of the electromagnetic

spectrum. Traditional imagers measure focused light in pixels across a focal plane

array, capturing tight directional constraints on the objects (particularly at higher

wavelengths, due to the Rayleigh criterion) as well as measuring amplitudes, but

without differentiating the particular frequency of the incident light. In terms of

detecting distant objects, telescopes observe an inverse square law where the bright-

ness of a signal decays as 1/𝑟2. The exact form of the instrument depends on the

application and the particular portion of the spectrum:

• Radio telescopes, which in the basic case may feature a single dish and an-

tenna receiver, but can also be composed of many antennae in a phased array

conőguration

• Infrared telescopes, which can either feature thermal detectors (e.g., bolometers)
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or photonic detectors (e.g., mercury-cadmium-telluride and indium-gallium-

arsenide CCDs, which are relatively new within astronomy), and which typically

require cooling to avoid self-emission of infrared radiation

• Optical telescopes, which reŕect or refract photons onto a 2-dimensional CCD

or CMOS sensor, but can also come in the form of a spectrometer or polarimeter

to measure the frequency or polarization of light respectively

• Ultraviolet telescopes, similar in operation to optical telescopes but with dif-

ferent semiconductor bandgaps and often specialized coatings to enhance UV

reŕectivity

• X-ray telescopes, which use grazing-incidence optics to focus high-energy pho-

tons onto detectors such as CCDs, microcalorimeters, or proportional counters

• 𝛾-ray telescopes, which do not use traditional focusing optics due to the extreme

energies of gamma-ray photons,4 and instead employ designs like scintillation

detectors, Compton telescopes, or pair-production telescopes to measure the

frequency and direction of 𝛾-rays

These detectors may also use őlters to observe other properties of incident EM waves,

including spectrographs to measure frequency and polarimeters to measure polariza-

tion.

Other electromagnetic detectors include active instruments such as radars and

lidars Ð short for RAdio Detection And Ranging and LIght Detection and Ranging

respectively Ð which both emit an electromagnetic signal and then receive the re-

ŕected signals off of objects within the beam. By determining the time delay between

the emission and reception of the reŕected signals, these instruments can determine

the range, range-rate, and direction of objects. Active instruments suffer from a fun-

damental 1/𝑟4 signal power loss due to the two-way free space loss (the 1/𝑟2 spread)

of emissions, and therefore are limited to observations of relatively nearby objects

4Recall the wave-particle distinction discussed in Sec. 2.3: at 𝛾-ray energies, photons are not as
amenable to manipulation via optics as they behave less like waves and more like individual particles.
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even in high-power, high-gain scenarios. In astronomy, radars are primarily used for

studying solar system objects, such as planets, moons, asteroids, and comets. They

are also applied to space situational awareness to map artiőcial objects in Earth orbit,

as analyzed in Chapter 4. Lidars, the optical counterpart to radars, have also been

used in astronomy to measure the orbit of the moon [30].

2.2.2 Gravitational-wave detectors

The standard and (to date) most successful gravitational-wave instrument design is

that of a Michelson interferometer, which measures changes in the length of two or-

thogonal laser cavities (interferometer łarmsž). Incident gravitational waves lengthen

and contract space transversely to the direction of propagation as per the amplitude

and frequency of the waves. The actual signal one intends to measure is the GW

strain ℎ(𝑡), deőned as:

ℎ(𝑡) ≡ ∆𝐿

𝐿
, (2.1)

a unitless measure of the relative expansion and contraction of a reference length 𝐿.

From Eqn. 2.1, one can see a predominant consideration of interferometer design. The

best design maximizes 𝐿, the length of the interferometer arms, so as to minimize

uncertainty in ℎ(𝑡).5

To measure ∆𝐿, a coherent laser beam is split and sent through each cavity, re-

turned by suspended mirrors, and interferometrically rejoined at the beam splitter.

Phase differences accumulated within each cavity result in changes in amplitude in

the rejoined beam, which are recorded by a photodiode. As a result, what is measured

is not exactly ∆𝐿, but rather the difference in ∆𝐿 between the two interferometer

arms. A diagram of this design is given in Fig. 2-1. At a higher level of abstraction,

GW interferometers are in a sense active EM instruments Ð both generating and

receiving the observed electromagnetic signal Ð which can map an observed photo-

diode amplitude over time back to ℎ(𝑡). The length of the interferometer arms and

the input laser power are two predominant design considerations, as those determine

5Presuming that Δ𝐿 is not proportional to 𝐿, which is sometimes the case.
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recycling (reŕection on the laser side of the beam splitter), arm recycling (reŕection

within each cavity in advance of return to the beam splitter), and signal recycling

(reŕection on the photodiode side of the beam splitter), which are collectively com-

bined in a format known as dual recycling [25]. Furthermore, input and output mode

cleaners placed after the laser source and in advance of the photodiode respectively

can improve the quality of the coherent laser beam. This is achieved by geometrically

łcleaningž the beam, essentially reducing ŕuctuations in its amplitude, frequency, and

pointing [56]. Another gain is created from the quantum uncertainty limit relating

amplitude 𝐴 and phase 𝜑, given by 𝜎𝐴𝜎𝜑 ≥ ℏ/2. Since the photodiode only measures

output light amplitude and not phase, one can improve sensitivity by transferring

the uncertainty from amplitude into phase (known as łquantum squeezingž) [29], a

technique successfully demonstrated in the Laser Interferometer Gravitational-Wave

Observatory (LIGO) detectors [4].

The performance of a GW interferometer can be uniquely identiőed by its power

spectral density (PSD), or equivalently its strain sensitivity curve: a measure of the

noise ŕoor of the strain amplitude as a function of GW frequency. Fig. 2-2 shows these

curves for a noncomprehensive but expansive list of GW interferometers described

in Table 2.2. Various noise contributions exist, but the most dominant by far are

acceleration disturbances in low-frequency bands (seismic and suspension noise for

ground-based detectors, and acceleration noise for space-based detectors) and photon

shot noise (i.e., quantum amplitude uncertainty) in high-frequency bands. Photon

shot noise increases with frequency, whereas acceleration noise increases with lower

frequency Ð as such, the sum of these primary contributions creates a characteristic

łVž shape in the sensitivity curves, where the minimum noise corresponds to the point

at which these two contributions are roughly equal. The absolute height of the strain

sensitivity curve indicates the noise level, the width indicates the GW bandpass, and

the horizontal location indicates the frequency sensitivity of the detector.

Geographic location8 and seismic/acceleration isolation improves low-frequency

8Speciőcally, placement away from seismically active areas (or strongly-perturbative regions in
the case of space-based interferometers).
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2.2.3 Particle detectors

Particle detectors represent a third class of instruments which measure incident mas-

sive particles from astrophysical sources. Here we refer to fermion particles exclusively

(thereby excluding bosons like photons), classifying the fermions separately as either

cosmic rays or neutrinos (𝜈).

A łcosmic rayž is something of a catch-all term for baryons and leptons Ð pri-

marily high-energy protons, neutrons, and atomic nuclei, but also electrons Ð which

originate from astrophysical sources (e.g., suernovae, active galactic nuclei, and 𝛾-ray

bursts) with an appropriate energy range that permits them to propagate through the

interstellar medium [132]. Cosmic ray detectors vary in design based on the energy

(frequency) range of their detection, generally from ∼GeV at the low end to ∼TeV

at the high end [104]:

• For detecting low-energy cosmic rays (up to a few GeV), solid-state detectors

operate based on the interaction between incoming particles and the detector

material, producing charge carriers that can be measured as an electrical signal.

Gas-őlled detectors such as drift chambers use ionization of gas within the

detector to measure incoming particles.

• For middle-energy cosmic rays (a few GeV to several TeV), scintillation detectors

emit light via incident ionizing radiation, which is converted to an electric signal

through a photomultiplier tube. Cherenkov detectors sense radiation produced

when a charged particle travels through a medium faster than the speed of light

in that medium.

• For high-energy cosmic rays (above several TeV), air shower arrays and imag-

ing atmospheric Cherenkov telescopes both detect cosmic rays indirectly by

sensing secondary particles produced when cosmic rays interact with Earth’s

atmosphere.

Neutrinos are other massive leptons like the electron/muon/tau trio of particles,

but which are much lighter than their electron counterparts. Unlike electrons, neu-
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trinos are not charged and therefore do not interact with other matter through the

electromagnetic őeld, instead only weakly interacting with other matter through grav-

ity and the weak force. As a result, detecting neutrino emissions from cosmic sources

poses a major challenge, and requires amassing a signiőcant amount of material for

the neutrinos to interact with. One common design for neutrino detectors involves

embedding photomultiplier tubes in a large volume of water or ice, such as the Ice-

Cube Neutrino Observatory in Antarctica [62]. In the event a neutrino interacts with

the material, it produces Cherenkov radiation which can be detected by the photo-

multiplier tubes. The nature of the measured Cherenkov radiation can then indicate

the energy and direction of the original source.

2.3 Measurements

Recall the various dimensions of incident messenger waves deőned in Chapter 1 as

𝜃 ≡ [𝐴, 𝜈, 𝜑, 𝜓, 𝜀, 𝛼, 𝛿, 𝑡]. In the ideal world, a measurement taken by a particular de-

tector would describe the exact values of each of these dimensions. More realistically,

any measurement a detector may have taken places some constraint on each of these

dimensions. These constraints are described by the measurement model, which maps

a measurement to a space of possible inputs that could have caused the measure-

ment. Some components of the measurement model may be more or less sensitive

than others, and some may be entirely insensitive to the range of inputs. Instrument

design largely regards improving the measurement model, reducing its noise contri-

butions, and tuning it to speciőc science goals or target sources. The measurement

model is also the level at which sensor calibration occurs, either through adjusting or

characterizing each component of the measurement model.9

Strictly speaking, not every astronomical instrument detects waves. Optical CCDs,

for example, count individual photons, and neutrino detectors measure individual

neutrino particles rather than the quantum waveform of the neutrinos. However,

9Since the measurement model is abstracted from the particular phenomena that are measured,
we can know that a sensor calibrated via a well-known source will work equally well for lesser-known
sources.
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wave-particle duality indicates that every quantum entity is describable as either a

particle or a wave, so greater speciőcity is not required here. Often times the dis-

tinction will be made based on energy, where sufficiently high-energy entities behave

more like particles than waves due to their high frequency and corresponding small

wavelength. The convention of a common 𝜃-space among messengers is preferred in

this section, so it is easier to think of messengers in a wave-like context.

2.3.1 Measurement models

A measurement model for a given detector maps the latent variables 𝜃 to the observ-

ables actually measured by the detector, 𝜃measured:

𝜃measured = 𝐹 (𝜃) (2.2)

where 𝐹 (𝜃) is the measurement model [95].10 Treating Eqn. 2.2 as an inverse prob-

lem allows us to infer 𝜃 Ð the properties of the incident waves Ð based on the

measurement and the inverse of the measurement model, 𝐹−1(𝜃measured). Therefore,

the measurement model informs how well we are able to constrain 𝜃 based on any

particular measurement, and thus how much information we gain.

For the sake of concreteness, consider the example of a single pixel within the

CCD of a monochromatic optical telescope. This pixel exclusively produces a single

output quantity Ð an electron count Ð which is essentially a measured amplitude of

incident light, 𝐴measured. 𝐴measured depends on the 𝜃 of the incident EM wave via the

measurement model, components of the measurement are described in the following

paragraphs.

In the basic case, the amplitude dependence of the measurement model for a CCD

pixel is simply 𝐴measured ∝ 𝐴. However, CCDs have a discretized electron counts and

10This equation is written as an equality, but is really just attributing a certain model to the
process. Instrument noise and bias also contribute to the measurement, and the model may be
incomplete or otherwise imperfect.
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a őnite well depth 𝐴max. Therefore the amplitude dependence is given by:

𝐴measured ∝ min(⌊𝐴⌋, 𝐴max). (2.3)

Note that this function alone is relatively easy to invert, as a given 𝐴measured maps

back to a small set of possible input 𝐴 for most ranges of 𝐴. Assuming the pixel is

not saturated, the measurement is able to tightly constrain 𝐴.

Consider next the time dependence. A measured photon may have arrived at a

pixel on the detector at any time 𝑡 ∈ [𝑡𝑖, 𝑡𝑓 ] corresponding to the start and end of the

image exposure. Therefore, the time dependence of the pixel is:

𝐴measured ∝

⎧

⎪⎨

⎪⎩

1 if 𝑡 ∈ [𝑡𝑖, 𝑡𝑓 ]

0 if 𝑡 /∈ [𝑡𝑖, 𝑡𝑓 ].

(2.4)

In addition, the photon may have come from some direction corresponding to the

directional dependence of the pixel, also known as the point spread function (PSF).

An on-axis, in-focus point source measured through a single circular optic has an Airy

disk as the PSF:

𝐴measured ∝
(︁2𝐽1(𝜋𝐷

𝜈
𝑐
sin 𝜃)

𝜋𝐷 𝜈
𝑐
sin 𝜃

)︁2

, (2.5)

where 𝜃 ≈
√
∆𝛼2 +∆𝛿2, 𝐷 is the circular aperture diameter, and 𝐽1 is the Bessel

function of the őrst kind of order one. The őrst zero of the Airy disk occurs at the

well-known Rayleigh criterion 𝜃 = 1.22 𝑐
𝜈𝐷

= 1.22 𝜆
𝐷

. We can begin to see that the

measurement model deőnes the instrument performance, as it indicates how well a

given measurement constrains the input parameters. In this case, the directional

dependence deőned by the PSF indicates the angular resolution Ð essentially, the

angular uncertainty Ð of a source.

Furthermore, even though the telescope is monochromatic, it too measures fre-

quency, as the incident light must be within the spectral response of the pixel in order

to be detected. For a given CCD quantum efficiency 𝜂(𝜈), the frequency dependence
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is modeled through

𝐴measured ∝ 𝜂(𝜈). (2.6)

The remaining quantities 𝜑, 𝜓, and 𝜀 are ones that an optical telescope is consid-

ered not to measure, because the measurement is uniform over the space of physically-

possible values, so inverting the measurement back into 𝜃-space does not further con-

strain 𝜑, 𝜓, or 𝜀:

𝐴measured ∝ 1 if 𝜑 ∈ [0, 2𝜋), 𝜓 ∈ [0, 2𝜋), and 𝜀 ∈ [0,∞). (2.7)

These equations can be composed to deőne the overall measurement model:

𝐴measured = min(⌊𝐴⌋, 𝐴max)
⏟  ⏞  

𝐴

⎧

⎪⎨

⎪⎩

1 if 𝑡 ∈ [𝑡𝑖, 𝑡𝑓 ]

0 if 𝑡 /∈ [𝑡𝑖, 𝑡𝑓 ]

⎫

⎪⎬

⎪⎭

⏟  ⏞  

𝑡

(︁2𝐽1(𝜋𝐷
𝜈
𝑐
sin 𝜃)

𝜋𝐷 𝜈
𝑐
sin 𝜃

)︁2

⏟  ⏞  

𝛼,𝛿

𝜂(𝜈)
⏟ ⏞ 

𝜈

1
⏟ ⏞ 

𝜑,𝜓,𝜀

(2.8)

A łgoodž detector is one that has an easily-invertible measurement model. More

speciőcally, each őnal measurement should map back to a small and speciőc set

of possible input quantities so as to tightly constrain the estimate of the physical

quantities of the source being measured. [95] refers to this trait as the precision of

the measurement, not to be confused with the uncertainty of the measurement, which

regards the conődence rather than uniqueness of the mapping. From Eqn. 2.8, we

can see that a CCD pixel:

• tightly constrains 𝐴, because each 𝐴 more or less uniquely maps to an output

𝐴measured (as long as the pixel is not saturated beyond 𝐴max);

• somewhat constrains 𝑡, but only if the exposure is short and the source actually

emits photons during the exposure;

• tightly constrains 𝜃 if the aperture 𝑎 is large compared to the wavelength 𝜆 =

𝑐/𝜈;

• loosely constrains frequency based on detector quantum efficiency 𝜂;
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• and does not constrain 𝜑, 𝜓, or 𝜀 at all.

{𝐴,𝛼, 𝛿} are the physical quantities which are best-constrained by any given CCD

readout; the others are well-deőned but imprecise (as per [95]’s deőnition). Notably,

the measurement model still provides information about the source even in the event

no detection is made: namely, that the physical quantities must be outside the ad-

dressable range of the measurement model. Either the source frequency was lower or

higher than the detector response, or it emitted photons at a different point in time,

or from a different direction, or below the detectable amplitude threshold.

2.3.2 The limits of information

Due to quantum uncertainty Ð speciőcally, Heisenberg’s uncertainty principle Ð

there are fundamental physical limits on how well a given measurement can constrain

each the physical quantities of incident information. The most famous of these is that

the standard deviation in a wave/particle’s position (𝜎𝑥) and in its momentum (𝜎𝑝)

cannot be lower than a certain bound:

𝜎𝑥𝜎𝑝 ≥
ℏ

2
(2.9)

Measuring a photon with a CCD, for example, necessarily involves gaining positional

knowledge of the photon merely because it must have intercepted the optical system.

Therefore, the inequality above dictates at least some degree of uncertainty in its

momentum, including its directionality. In fact, this uncertainty can be used as an

analogue to estimate a limit similar to the Rayleigh criterion. Suppose the uncertainty

in photon position is 𝜎𝑥 ≈ 𝐷, since we know the photon must have entered the

telescope aperture. The uncertainty in the photon’s momentum can be expressed as

an uncertainty in its incident angle via 𝜎𝑝 = 𝑝∆𝜃 = ℎ𝜈∆𝜃 by assuming the frequency,
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and therefore magnitude of the momentum, is known. Then:

𝜎𝑥𝜎𝑝 ≈ 𝐷ℎ𝜈∆𝜃 ≥ ℏ

2

𝐷
ℎ

𝜆
∆𝜃 ≥ ℏ

2

∆𝜃 ≥ 1

4𝜋

𝜆

𝐷

(2.10)

Compare this to the classically-derived Rayleigh criterion, which states that:

∆𝜃 = 1.22
𝜆

𝐷
(2.11)

The position-momentum uncertainty is one example of a broader class of inequalities

relating canonically conjugate variables. One more of such an example is the time-

energy uncertainty relation ∆𝑡∆𝐸 ≥ ℏ

2
, which can also be equated to a time-frequency

uncertainty ∆𝑡∆𝜈 ≥ 1
4𝜋

.

Beyond quantum uncertainty, one can only gain so much information about the

physical quantities 𝜃 = [𝐴, 𝜈, 𝜑, 𝜓, 𝜀, 𝛼, 𝛿, 𝑡] based on the instrument observables 𝜃measured

and the measurement model 𝜃measured = 𝐹 (𝜃). Many measurement models are degen-

erate for multiple reasons: őrstly, the dimensionality of any individual measurement

is often lower than the dimensionality of the physical quantities it depends upon.

In the optical CCD pixel example, the measurement model maps all quantities to a

single observable, the electron count. Secondly, the measurement model often maps

large regions of 𝜃-space to small regions of 𝜃measured-space, so inverting the measure-

ment model leads to poor constraints (i.e., a high variance) on 𝜃, particularly in the

presence of noise.

Due to uncertainties induced via the measurement model as well as various noise

contributions, any measurement of a physical quantity provides a possible distribution

for that quantity Ð a posterior Ð rather than a single value. An appropriate way to

consider this is via Bayes’ rule:

P(𝜃|𝜃measured) =
P(𝜃measured|𝜃)P(𝜃measured)

P(𝜃)
. (2.12)
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Prior to some measurement 𝜃measured (possibly but not necessarily vectorial), the phys-

ical quantities 𝜃 are described by a prior distribution P(𝜃), representing our knowledge

or belief about these quantities before obtaining the measurement. This prior distri-

bution could be informed by previous observations, theoretical models, or any other

relevant information. Upon obtaining a measurement 𝜃measured, we update our knowl-

edge of the physical quantities by combining the prior knowledge with the likelihood

of the measurement given the physical quantities, P(𝜃measured|𝜃). This distribution is

calculated via 𝐹−1(𝜃measured) along with some model of noise sources. The posterior is

then P(𝜃|𝜃measured), the distribution of the physical quantities given the measurement.

This process always represents the őrst step of the Bayesian network which maps

measurements to latent variables to scientiőc hypotheses, and at a minimum, some

approximation of this inference is required for every scientiőc measurement.

Instrument performance can be characterized by the degree to which its measure-

ments constrain the posteriorÐe.g., the inverse of the variance of the posteriorÐas

well as the range of inputs for which it is able to constrain the posterior. The former

quantity is more formally deőned as the Fisher information:

ℐ(𝜃) =
∫︁ (︁ 𝜕

𝜕𝜃
logP(𝜃measured|𝜃)

)︁2

P(𝜃measured|𝜃)𝑑𝜃measured, (2.13)

an average distribution łtightnessž for each possible 𝜃measured at a particular 𝜃. Here,
𝜕
𝜕𝜃

logP(𝜃measured|𝜃) is known as the score of 𝜃measured, describing the sensitivity of the

instrument to changes in 𝜃 at a particular value of 𝜃. For illustration, in the case of

a Gaussian with variance 𝜎2, ℐ = 1
𝜎2 ; in the case of inőnite variance, ℐ = 0.

Fisher information illustrates a fundamental tradeoff in the case of a őxed number

of informational bits per 𝜃measurement. Since the information content ℐ depends on the

unknown variable 𝜃, one has a choice between being able to make a good (high-

ℐ) measurement of 𝜃 for a narrow range of 𝜃 versus being able to make a poor

measurement of 𝜃 for a broad range of 𝜃. For more concrete examples: a larger pixel

will measure photons from a broader range of directions, but at the sacriőce of less

effectively constraining the directionality of the incident photons. A longer exposure
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Table 2.3: Distributing uncertainty among measurement dimensions

Observational strategy 𝐴 𝜈 𝛼, 𝛿 𝑡 𝜑
Longer exposures

Pixel binning
Color őlter

Spectrometry

increased certainty decreased certainty

collects photons from across a broader range of times, but at the expense of worse

timing knowledge. A wider spectral response 𝜂(𝜈) collects photons from a broader

range of input frequencies, but at the expense of providing less knowledge about the

input frequency. A greater electron well depth for each pixel extends the range of

observable amplitudes, but at the expense of less constraint on the exact amplitude

(due to larger ADU, the analogue-to-digital unit of CCD pixels).

While one can stave off this tradeoff by increasing the number of bits obtained

by each measurement Ð switching from an 8-bit pixel to a 16-bit pixel, for example

Ð the quantum uncertainties discussed above will always limit the amount of infor-

mation one can gather about a single incident entity, e.g. a single photon. One can

therefore never precisely know 𝜃, but must choose how to distribute their uncertainty

within each component dimension. For further illustration, Table 2.3 outlines com-

mon observational strategies for how these uncertainties are redistributed in practice

(for an electromagnetic telescope in this example). Note that this table shows a

limited number of such observational strategies, but redistribution among essentially

arbitrary dimensions is enabled by combining multiple compatible strategies, or by

using other strategies not shown.

2.3.3 Composing sets of measurements

A widely-applicable solution to the Fisher information tradeoff is to use tightly-

constraining measurements Ð each of which may only address a small portion of
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𝜃-space Ð but to take a set of many measurements which together address a wide

breadth of 𝜃, thus gathering more informational bits even at a őxed number of bits

per measurement. Conveniently, the Fisher information conditioned on 𝑁 indepen-

dent but identically distributed measurements is simply the sum of the information

from each measurement:

ℐ(𝜃) =
𝑁∑︁

𝑖=1

ℐ𝑖(𝜃) (2.14)

Therefore, if the Fisher information is low for a particular portion of 𝜃-space, one

can simply add an additional measurement with high information content in that

region. In essence, the quantity of recoverable data about a given astrophysical source

depends on the quantity 𝑁 of independent measurements of the source as well as the

quality ℐ of each measurement.

Fisher information allows one to rederive a well-known result regarding the scaling

of signal-to-noise ratio (SNR) due to taking a set of 𝑁 identical (but independent)

measurements, assuming Gaussian distributions of the measurements of 𝜃:

1

𝜎2
= ℐ =

𝑁∑︁

𝑖=1

ℐ𝑖 =
𝑁

𝜎2
𝑖

SNR =
1

𝜎
∝
√
𝑁

(2.15)

This method of measurement composition relies on a degree of assumed symmetry

among one or more of the dimensions of 𝜃. This limitation arises from the fact that

any source emits a őnite quantity of informational bits. Where the detector measure-

ment model is inefficient, more raw information must be averaged in order to recover

a high-information measurement, which łblursž the information content within the

averaged dimension. In image stacking, for example Ð where SNR is increased by

stacking images across time or across 𝛼,𝛿 Ð one has to make the assumption that the

signal is either somewhat atemporal or somewhat isotropic,11 respectively. Other com-

positional methods include color imaging (discussed below, and which also assumes

isotropy or atemporality); interferometry, which assumes isotropy; and astrometry,

11Not entirely isotropic Ð the signal just has to look sufficiently similar as viewed from the vantage
point of each detector. Of course, this assumption often applies for astronomical applications.
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which assumes isotropy. Even just increasing the aperture size or exposure length

of an instrument falls under this umbrella, as those respectively assume the source

is isotropic across the width of the aperture and atemporal during the length of the

exposure.

For a more advanced example of tiling measurements across 𝜃-space, consider the

case of capturing a color movie of a scene. First, an individual image is formed via a

CCD comprised of many small pixels (implying a tight directionality constraint) which

span a grid over a broader range of 𝛼 and 𝛿. This single monochromatic image actually

represents a large number of individual measurements. The Fisher information of a

particular pixel will be zero in most cases Ð where incident photons do not fall on

that pixel in particular Ð but will be high for the photons that it does measure.

In this way, the overall Fisher information is much higher than if the CCD were

comprised of a single, larger pixel, which would have low but non-zero information

in all cases across the CCD; therefore the directional uncertainty of components of

the scene are reduced. Next, a color image is generated by using őlters to create

tighter distributions in 𝜈, and multiple őlters are used (e.g. a Bayer őlter with r,g,b-

sensitive pixels: ) so as to still span a broad range of 𝜈-space. Next, to create a

movie, one can take many quasi-instantaneous (tightly-constrained in time) images

spanning across 𝑡-space. In essence, a color movie is a multi-dimensional measurement

set spanning across 𝛼𝛿𝜈𝑡-space, depicted in Fig. 2-5. This example illustrates that one

can get fundamentally new information merely by simply linearly stacking different

measurements across a range of 𝜃-space, even where each measurement has a low-

dimensional readout.

2.4 Method

Astrophysical instrumentation design has historically focused on inventing and im-

proving standalone instruments optimized for a particular portion of 𝜃-space. How-

ever, multi-messenger astronomy requires a cohesive network of observatories, which

have non-simple interactions.
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While one ultimately cares about the hypotheses that can be formed from various

astronomical measurements, the networks representative of traditional astronomy al-

low the quality and quantity of measurements to pose a convenient proxy for value,

speciőcally because Eqn. 2.14 is linear and can directly compare information from

similar measurements. This proxy is especially helpful during the process of instru-

mentation design. It abstracts the design away from the particulars of the Bayesian

network, which otherwise necessitates concrete implementation of models of the astro-

physical phenomenona in question. Instead, a science traceability matrix deőnes the

ŕow-down from science goals to instrument requirements [162]. Rather than optimiz-

ing for scientiőc hypotheses directly, one can use the science traceability to identify a

particularly promising window of 𝜃-space to measure, and optimize for high-quality

measurements in that window alone.

For multi-messenger astronomy, however, no such proxy is applicable both because

Eqn. 2.16 is nonlinear and because the quality of disparate measurements cannot be

directly compared. Instead, a Bayesian network is required, which necessarily involves

an assumed model of the phenomena in question: the source must be modelable in

order to determine how challenging it is to detect in a multi-messenger context.

Existing works in the literature have addressed using information theory via

Bayesian networks for multi-sensor data fusion and for planning observations, particu-

lar in the contexts of astronomy and state estimation, as is relevant for the case studies

considered in this thesis. Review papers including [95] and [165] provide a background

to the central challenges of sensor fusion and the various tools that have been used

to approach the task. [88] is a more applied example that uses a Bayesian network to

optimize JWST exoplanet atmosphere observations by optimizing for mutual infor-

mation per degree of freedom, a metric similar to the Fisher information considered

in this work. [72] similarly uses Bayesian inference to identify gravitational-wave host

galaxies with GW and EM observations, the application considered in the binary

neutron star merger case study. It does not explicitly track information, but rather

the expected probability of successful identiőcation. [100] focuses more abstractly

on state estimation from an information theory perspective, and describes how the
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Kalman őlter (the state estimation őlter used in the resident space object case study)

relates to the concept of mutual information.

Other works have investigated sensor optimization from information fusion more

generally, and not from an astronomical context. [166] describes the same method

of probabilistic graph models used in this work. Rather than optimizing sensors by

explicitly performing inference with the Bayesian network, a proxy of łsensor syn-

ergyž is deőned. Speciőcally, a synergy coefficient relates the information derived

from each pair of sensors in the network compared to the information derived from

either sensor alone. This proxy enables a computationally-efficient greedy approach

to sensor optimization. The optimization then does not require new inference for

each unique network combination, but rather approximates information using a syn-

ergy graph based on a sensor synergy matrix. One limitation of the work is that it

assumes each sensor pairing is conditionally independent, which often will not apply.

Similarly, [161] use an information-theoretic approach to optimize sensor placement

for target localization and tracking, a łŕatž network consisting of a single inference

step. They employ a sensor selection heuristic which approximates the information

content derived from multiple sensors.

The rest of this thesis demonstrates astronomical data fusion for two case studies

Both case studies rely on a statistical inference approach,17 but separately address

the emergence and uncertainty scaling properties of data fusion. An outline of the

instruments considered in each of these case studies are given in Fig. 2-10.

Case study 1 (Chapter 3) regards using joint electromagnetic and gravitational-

wave measurements of binary neutron star mergers to infer the Hubble constant, the

universe’s expansion rate. Since merger observations via either messenger alone do not

permit a measurement of the Hubble constant, this represents a form of emergence

via data fusion. In this case, it is shown that the inference computation can be

sufficiently parallelized so as to simultaneously compare a wide variety of observatory

networks. Rather than an 𝒪(𝑁2) scaling of inference computations with the number

17The particular inference approach is explicitly non-Bayesian, instead relying on linearizations of
the posterior corresponding to the Fisher information matrix (FIM) method.
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Chapter 3

Multi-messenger astronomy of binary

neutron star mergers

3.1 Science background and motivation

A binary neutron star (BNS) merger is a stellar collision that occurs as two neutron

stars orbit about a combined center of mass and gradually inspiral due to energy loss

to gravitational radiation. Along with gravitational wave spectra, these collisions pro-

duce electromagnetic emissions via kilonovae (KN) associated with their post-merger

matter ejecta. BNS mergers occur rarely throughout the local universe; in a galaxy

similar to the Milky Way in terms of mass, age and star content, such an event will

only occur once every 106 years on average [160]. As a result, only two of such events

in nearby galaxies have been detected via gravitational waves to date: GW170817 and

its electromagnetic counterpart AT 2017gfo during LIGO/Virgo’s1 2nd observing run

in 2017, at a distance of 40+8
−14 Mpc [51], and GW190425 (not successfully detected

in the electromagnetic spectrum) during LIGO/Virgo’s 3rd observing run in 2019, at

a distance of 159+69
−71 Mpc [8].

Multi-messenger studies of BNS mergers have the potential to provide insight to-

wards a variety of open questions in stellar physics, particle physics, and cosmology,

1LIGO, the U.S.’s Laser Interferometer Gravitational-Wave Observatory, and Virgo as the E.U.’s
equivalent.
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and will serve as a further test of our fundamental theories such as general relativ-

ity. With regards to astrophysics, such observations can constrain the neutron star

equation of state, determine the internal stellar structure of neutron stars [126], and

describe the origin of most r-process elements2 in the universe [75]. Neutron stars

also provide an exotic particle physics laboratory, achieving temperatures and densi-

ties unobservable through Earth-based experiments alone; observations may therefore

enable tests of the equation of state of supranuclear matter [90]. The cosmological

applications of multi-messenger BNS study, however, are arguably the most widely

relevant to physics as a whole. Gravitational-wave and electromagnetic observations

provide independent measurements of the distance and redshift of each merger, re-

spectively. These distance-redshift measurements can calibrate and greatly extend

the range of the extragalactic distance scale (the łcosmic distance ladderž) [80], a

widely-used tool across all of astronomy. In the local universe, sufficiently many of

these data could directly resolve the present 4 ś 6𝜎 [153] disagreement in estimates

of the Hubble constant (𝐻0), the universe’s current rate of expansion [134]. More

sensitive observations conducted through a range of higher redshifts will permit the

construction of a Hubble diagram from which parameters of the standard model of

cosmology3 can be inferred, including the dark matter and energy content of the

universe, as well as the dark energy equation of state [28]. These data may either

validate the standard model or lead the way towards new physics.

In order to fully realize the scientiőc promise of multi-messenger observations

of BNS mergers, we must have a capable observational network comprised of both

gravitational-wave interferometers and electromagnetic telescopes which can collab-

oratively detect and follow-up on these short-lived4 transient events. The central

challenge of detecting these events is two-fold: őrst, since gravitational wave inter-

ferometers act as omnidirectional antennae, the localization of detected sources is

2r-process elements, including roughly half those heavier than iron, are thought to be primarily
or in some cases exclusively generated by BNS mergers [141].

3ΛCDM, or the Lambda cold dark matter łstandard modelž, is further discussed in Sec. 3.1.1.
4While BNS emit gravitational waves throughout their lifetime, the most detectable waves, in

terms of amplitude and frequency, occur in the seconds leading up to the merger itself. Kilonovae
peak in brightness on the order of hours to days later, but afterwards quickly dim and redden [52].
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poor, constrained only by the gravitational wave time delay between geographically

diverse interferometers and differences in observed amplitude due to the orientation

of the antenna patterns. Second, once a source is detected, the corresponding tele-

scope network must have both sufficient sensitivity and overall throughput to quickly

search the interferometer-based localization regions before the kilonovae dim beyond

the point of feasible observability.

A chapter outline is as follows: Sec. 3.1.1 will further elaborate the background for

scientiőc inferences enabled by BNS mergers, which will motivate a speciőc deőnition

of network performance. Sec. 3.1.3 will then describe how BNS gravitational-wave

and electromagnetic spectra are generated and observed. Sec. 3.2 will describe how

the performance of arbitrary detector networks is simulated, starting from generating

a population of random mergers from realistic parameter distributions (Sec. 3.2.1),

calculating their orientation-dependent gravitational-wave and electromagnetic wave-

forms over time (Sec. 3.2.2, 3.2.4), determining the GW-derived sky localization re-

gions (Sec. 3.2.3), tasking telescopes to follow up on gravitational-wave sky local-

ization regions (Sec. 3.2.5), and then determining the overall likelihood and rates of

merger detection (Sec. 3.2.6). The results and discussion sections, Sec. 3.3 and 3.4,

will then detail and analyze simulation outputs.

3.1.1 Cosmological context for the Hubble parameter

One of the most intriguing applications of multi-messenger BNS observations is inde-

pendently measuring the Hubble parameter. In this case, łindependentž means that

the measurement does not rely on the assumptions and types of observations tied to

current measurement methods, which gives these observations the potential to resolve

discrepancies across those methods.

The Hubble parameter 𝐻 describes the relative rate of expansion of the Universe.

Speciőcally, a comoving object with a proper distance 𝑟 from a comoving observer

will have a recession velocity given by Hubble’s law:

𝑣 = 𝐻𝑟, (3.1)
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where 𝐻 has the SI unit of s−1. It is more frequently expressed in units of km s−1

Mpc−1: a velocity of expansion (km/s) at a certain distance from an observer (Mpc).

The Hubble parameter is an outcome of a limited set of assumptions: (1) that the

universe is homogenous, isotropic, and expanding, (2) that a cosmological equation

of state 𝑤 = 𝑝
𝜌
, 𝑤 ∈ R applies5, where the pressure density 𝑝 and mass density 𝜌

of different energy components of the universe follow őxed ratios, and (3) that the

formulation of general relativity applies. By deriving the Robertson-Walker metric

from (1) and applying that and the cosmological equations of state (2) to Einstein’s

őeld equations 𝐺𝜇𝜈 + Λ𝑔𝜇𝜈 = 𝜅𝑇𝜇𝜈 (3), the Friedmann equations can be derived.

These equations describe the dynamical evolution of the universe in terms of its scale

factor 𝑎 (the ratio of its proper size at a speciőc time to its proper size at an arbitrary

reference time), mass density 𝜌, and pressure density 𝑝:

𝐻2 =

(︃

𝑎̇

𝑎

)︃2

=
8𝜋𝐺+ Λ𝑐2

3
𝜌− 𝑘𝑐2

𝑎2
(3.2)

𝐻̇ +𝐻2 =
𝑎̈

𝑎
= −4𝜋𝐺

3

(︃

𝜌+
3𝑝

𝑐2

)︃

+
Λ𝑐2

3
(3.3)

where 𝐺 is Newton’s gravitational constant, Λ is the cosmological constant, 𝑐 is the

speed of light, and 𝑘 is a dimensionless quantity describing the spatial curvature of the

universe (measured to be near-zero). As evidenced by the Friedmann equations, the

Hubble parameter is homogeneous but varies with time; its present value is denoted

as 𝐻0. Note that the scale factor 𝑎 can be rewritten in terms of a redshift 𝑧 as per

the relation 1 + 𝑧 = 1/𝑎.

The Friedmann equations have wide-reaching consequences for our understanding

of the evolution of the universe, having implications for its age and ultimate fate,

such as whether it collapses or expands indeőnitely. These equations are also how we

determine the composition of the universe in terms of its overall densities of ordinary

5An example cosmological equation of state is given by the ideal gas law 𝑝 = 𝜌𝑅𝑇 , which leads
to 𝑝/𝜌 ≡ 𝑤 = 𝑅𝑇 ≈ 0 assuming a łcoldž gas where

√
𝑅𝑇 ≪ 𝑐. Other cosmological equations of state

apply for different energy components of the universe, such as radiation (𝑤 = 𝑐2/3, or just 𝑤 = 1/3
in natural units with 𝑐 = 1), dark matter, and dark energy (generally assumed to be 𝑤 = −1).
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Table 3.1: WMAP ΛCDM parameters [85]

parameter estimate
present Hubble parameter, 𝐻0 69.7± 2.4 km s−1 Mpc−1

age of the universe, 𝑡0 13.76± 0.11 Gyr
baryon density / critical density, Ω𝑏 0.0463± 0.0024

cold dark matter density / critical density, Ω𝑐 0.233± 0.023
dark energy density / critical density, ΩΛ 0.721± 0.025

matter, dark matter, and dark energy; it is how we know ordinary matter comprises

only 5% of the energy density of the observable universe [85]. Measurements of

the Hubble parameter, the primary dynamical outcome of the Friedmann equations,

therefore have central importance to cosmology.

Our present most widely-used model of the universe is known as the ŕat ΛCDM

model (Lambda cold dark matter), frequently referred to as the łstandard modelž

due to its success in predicting the acceleration of the universe, the existence and

isotropy of the cosmic microwave background (CMB), and the large-scale structure of

galaxies. This model is derived from the Friedmann equations by assuming 𝑘 = 0 and

that the density 𝜌 is comprised only of baryonic matter, cold dark matter, and dark

energy. The rest of this thesis will assume the ΛCDM model for any cosmological

calculations, relying in particular on the nine-year Wilkinson Microwave Anisotropy

Probe (WMAP) 2013 measurements of ΛCDM parameters [85] outlined in Table 3.1.

Tension in the present measurements of 𝐻0

Previous sections have alluded to the discrepancies between different methods of mea-

suring 𝐻0, in particular a 4 ś 6𝜎 [153] difference between our two main methods: di-

rect measurements from the cosmological distance ladder and indirect measurements

from anisotropies in the CMB. From the mid 2010s onward, the distance ladder and

CMB methods have converged to disagreeing values, particularly with the help of

the WMAP and Planck, two spaceborne missions that have mapped the CMB. The

evolution of these measurements is depicted in Fig. 3-2. A variety of hypotheses

aiming to explain the measurement tension have been put forth, ranging from in-
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some non-zero velocity in the comoving frame due to local gravitational affects from

nearby extragalactic structures. By assuming that galaxies have a peculiar velocity

distribution with zero bias, taking enough of these measurements allows the effect of

peculiar velocity to be averaged out. Our best type Ia supernovae measurement of

𝐻0 is from the SH0ES (Supernovae 𝐻0 for the Equation of State) Collaboration [46],

providing a value of 𝐻0 = 73.04± 1.04 km s−1 Mpc−1.

The angular power spectrum of the CMB’s anisotropies determine the matter,

dark matter, and dark energy densities of the early universe, along with its spatial

curvature. These data do not directly determine 𝐻0, but 𝐻0 can be inferred by

assuming a cosmological model (such as ΛCDM). Therefore this method is highly

dependent on the assumed cosmological model. The present best measurements of

𝐻0 with this method are from the Planck mission [124], providing a value of 𝐻0 =

67.4± 0.5 km s−1 Mpc−1.

3.1.2 Gravitational-wave standard sirens as a new measure-

ment of the Hubble parameter

Another means of measuring the Hubble parameter is enabled by multi-messenger

astronomy through joint gravitational-wave and electromagnetic detection of binary

neutron star mergers [87]. This method has the potential to explain or resolve

the Hubble tension, as it relies on neither a local distance ladder nor an assumed

cosmological model, instead using mergers as gravitational-wave łstandard sirens.ž

Gravitational-wave detection provides a direct measurement of the luminosity dis-

tance of merger events, and corresponding electromagnetic detection indicates the

redshift of the host galaxies of the mergers.

First, inference on the gravitational wave signals from these mergers provides an

estimate of their luminosity distance: the binary mass estimates deőne the amplitude

of the gravitational wave strain, which falls with the inverse square of the luminos-

ity distance. This inference step also determines the sky localization of the merger.

Second, follow-up electromagnetic observations search the sky localization region to
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identify potential transient signals that could be associated with the merger. Assum-

ing false positives can be ruled out, the transient signal created by the merger allows

it be associated to a particular host galaxy. The redshift of the host galaxy (and

therefore its merger) can be obtained.

The uncertainty of the Hubble constant measurement depends primarily on the

quantity rather than quality of joint detections. On the EM side, the redshift mea-

surement does not depend on the kilonova (KN) signal itself, only association with

a particular host galaxy. On the GW side, in principle more sensitive detectors can

better constrain the luminosity distance 𝑑𝐿 of a given merger. As a őrst-order ap-

proximation one might expect ∆𝑑𝐿/𝑑𝐿 ≈ 1/
√

SNR [125]. However, in practice, the

distance uncertainty is limited by the degeneracy between a merger’s distance and

inclination 𝜄, which is challenging to resolve just based on the GW strain [32]:

6
GW strain amplitude ∝ cos 𝜄

𝑑𝐿
⇒ 𝑑𝐿 ∝ cos 𝜄. (3.4)

One method to address this degeneracy is by using GW polarization to measure

inclination; for GW170817, this method constrained inclination to cos 𝜄 ≤ −0.54 [51].

Another means to determine the inclination is through őtting EM observations to

a inclination-dependent KN emission model. However, [102] discounts this method

as being a signiőcant contributor to driving down 𝐻0 uncertainty since it would be

challenging to avoid introducing systematic bias through the KN emission model,

and even in optimistic scenarios the fraction of observations where this method could

apply is small.

Since 𝐻0 uncertainty is dominated by the quantity rather than quality of detec-

tions, a natural performance measure of a GW/EM observatory network is the rate of

BNS mergers successfully detected in both spectra. However, owing to the signiőcant

uncertainty in the rate density of BNS mergers, a simpler measure is the fraction of

mergers within a certain distance that are detectable, or relatedly the horizon dis-

tance of the network. The horizon distance of a GW network is traditionally deőned

6This equation shows the łcrossž polarization of the strain amplitude; the łplusž polarization is

proportional to 1+cos
2 𝜄

𝑑𝐿

.
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as the luminosity distance at which 50% of sources of a őxed mass are detectable,

averaged across the sky since the directional sensitivity varies between networks. In

this case, the horizon distance is deőned as the 50% range for both GW and EM

detection.

[102] suggests that∼ 50 joint GW and EM merger detections are required to derive

a new measurement of 𝐻0 within 4% (the degree of tension in existing measurements),

though estimages range from 𝒪(10) [135] to 𝒪(100) [7]. Between O1-O3 (the 1st-

3rd LIGO observing runs) which cumulatively lasted 1.5 years, only one of such

detections was made (GW170817 / AT 2017gfo). Though this lone detection provided

a measurement of𝐻0 = 70.0+12.0
−8.0 km s−1 Mpc−1 [7], the current detection rate suggests

that 4% uncertainty would not be reached before the end of the century absent of

further network improvements, even with a 100% duty cycle7.

Beyond constraining the present value of the Hubble parameter, observations of

BNS mergers at higher redshifts, which require more sensitive observatories than we

have today, promise to measure other ΛCDM parameters by assessing the Hubble

parameter over time. With BNS observations out to 𝑧 ∼ 2 speciőcally, the dark

energy equation of state parameter 𝑤 and the matter density of the universe Ω𝑀 may

be measured to percent-level uncertainty in the coming decades [164] [31], though in

principle most if not all ΛCDM parameters are estimatable given enough observations

across a range of sufficiently deep redshifts.

3.1.3 Compact binary coalescence (CBC) and EM/GW emis-

sions

Compact binaries are systems comprised of two astrophysically small objects (radius

𝑟 ≪ 𝑅⊙, the radius of the Sun) such as white dwarfs, neutron stars, and stellar-

mass black holes, which orbit together around a shared center of mass. Owing to the

7The best duty cycle thus far was achieved by LLO in O3, at 77.0% [26]. However, offline time
spent on detector upgrades between runs means that the overall duty cycle from 2015-2023 is only at
∼20%, which implies ∼four centuries before 50 sources are detected. Of course, continuous upgrades
and the addition of new detectors to the network such as Japan’s KAGRA will drive down the time
considerably.
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gravitational wave radiation of the combined system, these objects gradually inspiral

as they lose orbital energy. Eventually, they coalesce and become another white dwarf,

neutron star, or black hole, dependent primarily on their combined mass. CBCs are

the primary targets for gravitational wave observatories. The őrst successful CBC

observation, GW150914 Ð also the őrst-ever gravitational wave detection Ð was of

a binary black hole in 2015 [5].

In principle, each combination of compact objects that can comprise these sys-

tems may provide the desired distance-redshift measurements; however, BNS (binary

neutron star) mergers are the best candidates for multi-messenger detection owing to

their relatively bright kilonovae emissions as well as their moderate mass range that

create strong electromagnetic and gravitational-wave emission respectively. The fac-

tors that play into observability are outlined qualitatively in Table 3.2, including (a)

the frequency of these events, in terms of a rate density typically expressed in units

of # Gpc−3 yr−1; (b) the GW signal, in particular the amplitude of the strain and

secondarily the GW frequency; and (c) the predicted or observed bolometric magni-

tude of the EM signal. To mention other top candidates: BBH (binary black hole)

mergers are more massive than BNS mergers, and thus can be detected to a further

distance by gravitational wave interferometers. However, owing to their event hori-

zons, BBH create essentially no electromagnetic emissions apart from their relatively

meager accretion disks [122]. Similarly, much of BH-NS (black hole / neutron star

binary) post-merger mass is constrained within the event horizon, so these events are

signiőcantly less bright in the electromagnetic spectrum than BNS [20]. BH-NS are

also anticipated to be less common than either BNS or BBH [131]. The combinations

of binary systems involving white dwarfs (WDs) are predicted to be more common

than any others [150], but their gravitational wave spectra are currently prohibitively

difficult to detect owing to a low frequency and amplitude [137].

Note that these observability traits are coupled; for example, a low event fre-

quency can be compensated for by a strong GW signal, which permits an extended

detection range. Furthermore, as the detection range increases, the EM detection be-

comes correspondingly more challenging than the GW detection due to a 1/𝑑2𝐿 scaling
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Table 3.2: Qualitative observability of compact binary coalescence pairs

(a) Event frequency

BH NS WD
BH [131] [131] [77]

NS [131] [150]

WD [150]

(b) GW signal

BH NS WD
BH [36] [36] [137]

NS [36] [129]

WD [129]

(c) EM signal

BH NS WD
BH [122] [20] [137]

NS [16] [150]

WD [150]

(d) Legend

favorable moderate unfavorable

versus a 1/𝑑𝐿 scaling of amplitude. Regardless, this thesis will focus exclusively on

BNS mergers owing to their favorable traits for multi-messenger detection. Even

when other binary types may be detectable, the efficacy of an observatory network at

discovering BNS mergers will represent a reasonable proxy for network performance;

a network optimized for study of BNS mergers exclusively will also be capable for

studying BH-NS mergers, for example.

Gravitational wave emissions of binary neutron star mergers

For the sake of fully characterizing BNS merger gravitational wave emissions, each

merger is describable by a set of 15 intrinsic and extrinsic parameters which are de-

tailed in Table 3.3. Intrinsic parameters belong to the state space of the binary system,

as they determine the dynamical evolution of the binary. Extrinsic parameters are

related to an external observer’s point of view, such as its distance from the observer

and orientation in the observer’s sky. Both parameter sets inŕuence observability.

Instrinsic parameters determine the frequency and amplitude of gravitational wave

and electromagnetic emissions. Extrinsic parameters such as redshift and luminosity

distance then modulate the resulting signal.

Based on these parameters, gravitational waves are emitted from binary mergers

across three dynamic phases, including the inspiral, merger, and ringdown, illustrated

in Fig. 3-3. The inspiral emissions are known as the gravitational wave łchirpž due

to the increasing frequency and amplitude during dynamic evolution; the chirp is
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Table 3.3: Binary neutron star parameters

symbol description
𝑚1 mass of the őrst𝑎 binary object

in
tr

in
si

c

𝑚2 mass of the second𝑎 binary object
𝑠⃗1 spin vector of the őrst𝑎 object (3 parameters)
𝑠⃗2 spin vector of the second𝑎 object (3 parameters)
𝜑𝑐 phase at the time of coalescence
𝜓 polarization angle

ex
tr

in
si

c𝜄 orbital inclination of the binary system𝑏

𝑑𝐶 comoving distance
𝛼 right ascension
𝛿 declination
𝑡𝑐 geocentric time of coalescence

𝑎 The designation of the őrst versus the second object is arbitrary, but general convention identiőes
them to satisfy 𝑚1 ≥ 𝑚2.
𝑏 Orbital inclination is always measured with respect to a speciőc reference plane. In this case, the
reference plane is deőned by a normal vector pointing along the observer line of sight to the binary.

generally the most detectable component of the emissions, the observable portion of

which might last𝒪(10) s [36]. Fig. 3-4 shows the Fourier transform of the chirp, clearly

illustrating the rise in amplitude and frequency as the inspiral phase progresses.

While the exact waveform of the chirp in terms of its strain amplitude8 ℎ(𝑡)

and phase 𝜑(𝑡) is only numerically solvable in the framework of numerical general

relativity (NR), analytical solutions to the chirp are derivable by assuming a post-

Newtonian (PN) relativistic approximation where the equations of motion acquire a

Taylor expansion in terms of 𝑣/𝑐, valid for 𝑣/𝑐 ≪ 1. In this case, the two neutron

stars may be considered as Newtonian point particles in circular orbits with an orbital

energy loss rate given by the Newtonian quadropole formula as per [36]:

ℎ =
2𝐺

𝑐4
𝑄̈

𝑟
, (3.5)

where 𝑟 is the instantaneous separation distance and 𝑄 is the mass quadrupole mo-

ment tensor. To leading order, and using natural units of 𝐺 = 𝑐 = 1 for clarity,

the strain amplitude ℎ and phase 𝜑 of the gravitational wave are then derivable as

8The strain amplitude is the relative contraction or expansion of space, deőned as ℎ(𝑡) ≡ Δ𝐿
𝐿

.

67





in [125]:

ℎ(𝑡) ∝ 1

𝑑𝐿
ℳ5/3𝜑̇2/3 cos𝜑 cos 𝜄 (3.6)

𝜑(𝑡) ∼ 2
(︁ 𝑡

ℳ
)︁5/8

(3.7)

where ℳ = (𝑚1 + 𝑚2)𝜂
3/5 is the chirp mass, 𝜂 = 𝑚1𝑚2

(𝑚1+𝑚2)2
is the symmetric mass

ratio, and 𝑑𝐿 is the source luminosity distance. Notably, ℎ ∝ 1
𝑑𝐿

, compared to elec-

tromagnetic waves for which amplitude ∝ 1
𝑑2
𝐿

: the sensitivity of gravitational wave

interferometers scales more favorably with distance than traditional telescopes.

As discussed in Sec. 3.1.1, the primary goal of the GW portion of the multi-

messenger observatory network (with respect to cosmological measurements) is to

localize GW sources so as to enable EM follow-up. As with traditional EM instru-

ments, the resolution 𝜃 of a GW network can be crudely estimated with the Rayleigh

criterion9:

sin 𝜃 ∼ 1.22
𝜆

𝐷
, (3.8)

where 𝜆 is the GW wavelength and 𝐷 is the maximum separation between detectors.

Consider the sky localization area Ð the region of sky that must be covered by

follow-up EM observations Ð to be roughly 𝜃2. Then:

𝜃2 ∼ arcsin2
(︁

1.22
𝜆

𝐷

)︁

(3.9)

𝜃2 ∼ 𝜆2

𝐷2
(3.10)

For a principally ground-based network, 𝐷 ∼ 104 km, the diameter of Earth. For

BNS, the maximum frequency is achieved during coalescence, roughly 102 to 103

Hz [51], or a wavelength of 102.5-103.5 km. This bounds the sky area 𝜃2 to within

10−3-10−1 sr, or 100.5-102.5 deg2. Comparing this őgure to some well-known telescopes

begins to illustrate the challenges of KN detection: Hubble’s WFC3 has a FOV of

10−2.5 deg2 [41], requiring 103-106 individual exposures to map the full sky localization

9The Rayleigh criterion is not a lower bound since super-resolution is possible through further
signal modeling as well as observations collected at multiple points across time.
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region, absent of galaxy-targeting strategies that effectively reduce the relevant sky

localization region. Even a wide-őeld instrument like the Vera C. Rubin observatory

with a őeld of view of 10 deg2 [136] may require 101.5 individual exposures.

In principle, all portions of the GW spectra of BNS mergers are detectable with

the right suite of instruments, including the inspiral in the years leading up to the

coalescence. These types of extended observations require the use of one or more

space-based GW interferometers which can address a much lower-frequency portion

of the GW spectra compared to ground-based interferometers, as appropriate for the

early inspiral phase. While space-based interferometers can achieve higher separa-

tion distance than ground-based interferometers, the lower frequency and therefore

longer wavelength means the space-based interferometers may not necessarily improve

localization ability.

Electromagnetic emissions of binary neutron star mergers

Kilonovae (KN) are the transient events associated with the mass ejecta from BNS

and BH-NS mergers, so named since they are 𝒪(1000) times brighter than traditional

novae, though still orders of magnitude fainter than supernovae [105]. The time-

varying anisotropic electromagnetic emissions of KN include contributions from a

breadth of disparate emission mechanisms ranging from the radio to gamma portions

of the spectrum. Prior to the observation of AT 2017gfo, the anticipated EM emissions

were only predicted through radiation transfer and radioactive heating models such

as [105], though AT 2017gfo proved to be consistent with the majority of model

predictions [151]. Perhaps the most surprising discovery was that of GRB170817A, a

short gamma-ray burst (sGRB) occurring 1.7 s after the GW170817 merger [49] and

coincident with AT 2017gfo; the progenitors of sGRBs were uncertain prior to the

discovery but are now thought to be primarily due to BNS mergers.

While the science of kilonovae emissions is perhaps the most complex portion

of BNS observability, this section will do it brief justice; for further reading refer

to [110] and [73]. The material outŕow from BNS mergers, which comprises the

bulk source of post-merger luminosity, can be grouped into two categories: sub-
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models such as [115] and [138] take a more phenomenological approach to generat-

ing KN light curves, using analytical approximations and őts to known data such as

GW170817 and previously-detected sGRBs.

While all portions of the KN light curve may be detectable with the right set of

ground- or space-based instruments, for simplicity we may discount portions of the

spectra that are less relevant to the sky localization problem. Referencing Fig. 3-7,

which shows the timeline of GW and EM observations of GW170817 and its EM

counterpart AT 2017gfo, will be illustrative. The 𝛾-ray emission was the őrst to be

detected at 1.7 s post-merger. However, 𝛾-ray instruments are generally not targeted,

and so the sGRB observation did not further constrain the sky localization region

beyond the initial 31 deg2 GW-derived region [50]. Therefore 𝛾-ray instruments are

not immediately applicable for localization. The X-ray emissions are promising, as AT

2017gfo continues to be observable in X-rays even several years after the merger [82].

However, X-ray telescopes typically have limited FOV10 and are not suitable for

initial localization; though the X-ray signal lasts for years, a strategy that relies on

years of space-based X-ray observatory time searching for a single target is likely

an inefficient one. Such a strategy would be more appropriate for optimizing the

likelihood of detecting any single event rather than maximizing the total quantity of

detected events. Next, while the radio portion of the light curve may last similarly

as long as the X-ray portion [19], KN are generally quite dim in the radio bands: AT

2017gfo was only detected via radio waves 16 days post-merger despite that the host

galaxy was already known by that point [103].

These arguments lead to the remaining candidates for initial sky localization re-

gion searches, which are the UV, optical, and IR portions of the EM spectra. Indeed,

of the 6 independent discoveries of AT 2017gfo, all were ground-based telescopes that

conducted their searches in either the optical or near-IR (NIR), including DECam [61],

DLT40 [152], LCO [13], 1M2H [35], VISTA [147], and MASTER [69]. The light curve

within this portion of the spectra is depicted for AT 2017gfo in Fig. 3-6, which shows

how a typical KN will rapidly redden and dim in the days following the merger due to

10The Chandra X-ray Observatory, for example, has a 16’ × 16’ FOV [163].
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Figure 3-7: Timeline of multi-messenger observations of GW170817/AT 2017gfo.
Observations range from ∼1 min. pre-merger to ∼1 mo. post-merger and from radio
waves to 𝛾 rays. Credit: [50].
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KN emission (Sec. 3.2.2 and 3.2.4 respectively). Based on the GW interferometer

portion of the network, parameter inference determines whether the GW signals are

observable (whether they exceed an SNR threshold) and outputs the GW network’s

sky localization region for each observed signal (Sec. 3.2.3). The EM telescope portion

of the network then attempts to search each sky localization region using a tiling

strategy; if the network has sufficient optical depth (limiting magnitude) to observe

the target, the detection probability is calculated based on the portion of the sky

localization region observed before the KN dims (Sec. 3.2.5).11 The performance of

the network is then calculated as the expected fraction of detected events out to a

certain distance (Sec. 3.2.6).

Prominently, the simulation calculates the performance of disparate networks of

GW and EM instruments in parallel. As a result, more than 𝒪(105) possible net-

works can be analyzed overnight on a typical laptop. This contrasts to otherwise

similar studies such as [116], which computes the performance of different GW/EM

observatory networks given a simulated BNS/BH-NS merger population, but which

considers only 24 different networks. Parallelization is enabled by a cornerstone of the

simulation methodology: complexity in performance modeling is shifted away from

the network as a whole and instead towards individual instruments. Speciőcally,

modeling of instrument performance is allowed to be as detailed and computation-

ally expensive as necessary to achieve a realistic result. The network performance,

however, is deőned such that it is straightforward and computationally efficient to

determine from the performance of its set of individual detectors, as described by

Sec. 3.2.6. Essentially, the conditional probabilities of the Bayesian network shown in

Fig. 2-8 (as per Eqn. 2.16) are analytically computable from a more involved simula-

tion of instrument/merger observations. Once each instrument’s observation of each

signal is simulated, the result can be reused for arbitrary network conőgurations, and

calculations for a large number of networks is as easy as calculations for a single

network.

11This strategy assumes that the sky area tiling is optimally timed: speciőcally, that the optical
search begins the exact moment the merger is sufficiently bright so as to be observed. The search
proceeds until either the merger is identiőed or more than 15 days have passed.
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Table 3.4: Assumed binary neutron star parameter distributions

Parameter distribution assumptions
𝑚1 𝒩 (1.5, 0.152) M⊙ PEAK Gaussian model [96]
𝑚2 𝒩 (1.5, 0.152) M⊙ PEAK Gaussian model [96]
𝑠⃗1 0 kg m2 s−1 spin may be ignored for localization inference [116]
𝑠⃗2 0 kg m2 s−1 spin may be ignored for localization inference [116]
𝜑𝑐 𝒰 [0, 2𝜋) rad rotational symmetry of merger dynamics
𝜓 𝒰 [0, 2𝜋) rad isotropic merger orientation

cos(𝜄)𝑎 𝒰 [−1, 1] isotropic merger orientation
𝑑3𝐶 𝒰 [0, 𝑑3𝐶,max]

𝑏 Gpc3 homogeneous rate density for 𝑑𝐶 ≤ 𝑑𝐶,max

𝛼 𝒰 [0, 2𝜋) rad isotropic spatial distribution
cos(𝛿)𝑎 𝒰 [−1, 1] isotropic spatial distribution
𝑡𝑐 𝒰 [𝑡0, 𝑡𝑓 ]𝑐 s negligible cosmological time span is simulated
all all parameters independently distributed

𝑎 Given a point uniformly distributed on the surface of a sphere, 𝑝 ∼ 𝒰(S2), the cosine of
latitude-related quantity, e.g. the declination or inclination, has a uniform distribution, whereas
the longitude-related quantity is itself uniformly distributed.
𝑏 𝑑𝐶,max is the maximum comoving distance at which sources are randomly generated, chosen to be
either slightly beyond the horizon distance or set at a maximum of 1.3 Gpc to minimize the impact
of modeling assumptions regarding redshifting. Since mergers are assumed to occur uniformly in
comoving volume, the cube of the comoving distance is uniform.
𝑐 𝑡0 and 𝑡𝑓 represent the GPS time of the beginning and end of the simulated time range, e.g.
𝒰 [2208643218, 2240179218] s for the 2050 calendar year.

sonable distributions. This work relies on studies performed by [96] and [116] for

intrinsic parameter distributions. The extrinsic parameters follow from the distribu-

tion of events across space and time; for the purpose of this thesis, the assumptions of

homogeneity and isotropy generally lead to uniform extrinsic parameter distributions.

In reality, the local universe is not necessarily homogeneous nor isotropic due to ran-

dom variation in galaxy clusters and matter density, but this simplifying assumption

used to generate the extrinsic parameters should not signiőcantly alter the calculated

network performance.

During the population modeling, it is necessary to incorporate a speciőc cosmolog-

ical model which converts comoving distance (which deőnes the merger distribution

over volume) to both a redshift and a luminosity distance for each event. This step

is required for both the gravitational wave and electromagnetic observations, as the

frequency and amplitude of each wave as seen by an Earth-based observer are af-
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fected by the redshift and luminosity distance respectively. Consistent with the rest

of this thesis, a ŕat ΛCDM model ASTROPY.cosmology.WMAP9 is used [85], along with

the corresponding functions z_at_value() to root-őnd redshift 𝑧 based on comoving

distance 𝑑𝐶 , and luminosity_distance() to then convert to 𝑑𝐿.

Beyond the event-level parameter distributions, population-level parameter distri-

butions are modeled, including the rate density ℛ𝐵𝑁𝑆 (a quantity of events per unit

comoving volume per unit proper time) and a maximum event distance. The rate

density is assumed to be uniform with comoving distance, which is only approximately

true in the local universe; in reality the rate density varies with the age of the uni-

verse.12 The difference between the assumed uniform distribution and the predicted

distribution is depicted in Fig. 3-9., where the merger rate can be see to be fairly uni-

form below 𝑑𝐶 ∼ 1 Gpc. [65] őnds a value of ℛ𝐵𝑁𝑆 = 320+490
−240 Gpc−3 yr−1 based on

the őrst and second LIGOśVirgo Gravitational-Wave Transient Catalog (GWTC-1

and GWTC-2), which this work adopts. For the sake of sufficient statistical sampling,

the rate density is incorporated via statistical bootstrapping only after the complete

simulation has been run; the simulation itself uses a (higher) őxed number of events,

𝑁 ≈ 103.5, chosen to balance sample size with overall compute. Conveniently, 103.5

events permitted 6-12 hour runs which could be completed overnight.

The maximum distance is an aphysical variable chosen for statistical reasons.

Since the number of events scales with distance cubed, it would be ideal to model

events only out to the slightly beyond the horizon distance of a given network, else

a majority of the compute would be spent on unobservable events. However, this

method poses challenges when comparing networks with incomparable horizon dis-

tances. Using the same simulated population to calculate the performance of each

network (enabling a fair comparison), the weaker network would only observe a small

fraction of events in the population, whereas the stronger network would observe most

of them. Therefore the statistics of nearby events observable by the weaker network

would be poorly sampled, so the performance calculation would be less accurate and

12Consider that in the early universe (corresponding to high redshifts), when no neutron stars had
yet to form in the őrst place, no mergers would be expected.
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also inconsistent between runs.

An alternative method is to simulate populations out to different maximum dis-

tances for each network, but this poses several computational challenges. Most im-

portantly, a consistent population across networks is taken advantage of in Sec. 3.2.6

to calculate the performance of many networks in parallelÐswitching to a serial ap-

proach would greatly constrain the number of networks that could be simulated. Sec-

ondarily, an initial simulation is required to determine the horizon distances, further

hindering this approach.

Instead, the maximum distance is set uniformly as less than the horizon distance of

the best networks. Then the performance can be calculated as the fraction of events

observable within the maximum distance, scaled to 0 ś 1. The downside of this

approach is that comparisons between high-performance networks will be somewhat

weakened due to performance saturation; e.g. if two networks can both observe 100%

of events, the question of which is the better network will not be clariőed. However,

this approach permits comparison of a broad range of networks ranging from the

weakest to the strongest, and as long as the performance does not fully saturate,

comparisons will still be permitted between the high-performance networks.

For most of the simulations detailed in Sec. 3.3, the maximum distance is chosen

as 𝑑𝐶 = 1.3 Gpc, or 𝑧 ∼ 0.3. Since this distance is at a relatively low redshift it

ensures a variety of simplifying assumptions hold true, such as the uniformity of BNS

merger rate density. More ambitious cosmology goals requiring measurements out to

higher redshifts will not be reŕected in the network performance analysis, but the

baseline measurement of 𝐻0 will be well-addressed.

3.2.2 Gravitational wave signal modeling for matched őltering

A signal model is required in this work both in order to simulate the signal itself, as

well as to perform parameter inference on the signal (discussed in Sec. 3.2.3) through

matched őltering, the maximum likelihood technique for GW data analysis. Matched

őltering is the process by which 𝒪(104+) templates (possible signals that could be

generated by a real signal) are checked against the measured strain so as to reveal
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method. A further choice is whether the signal is modeled in the frequency or time

domain; here, a frequency-domain model is required for the Fisher information matrix

method utilized in Sec. 3.2.3.

From these remaining options, two widely-used candidates are TaylorF2 [27]

for the PN waveform and IMRPhenomXPHM [57] for the phenomenological waveform.

TaylorF2 is a promising choice because it presents the simplest frequency domain

approximant yet is a robust method used for e.g. initial inspiral searches. It takes ad-

vantage of the stationary phase approximation to analytically determine a 3.5-order

frequency domain waveform exclusively of the inspiral portion of the coalescence.

IMRPhenomXPHM is considered as it is a computationally efficient phenomenological

method that models the entirety of the inspiral, merger, and ringdown. These latter

portions of the signal may be important for localization due to the higher-frequency

signal generated in the merger and ringdown phases (corresponding to a lower reso-

lution as per the Rayleigh criterion, described in Sec. 3.1.3). The phenomenological

waveform is derived by őtting the merger parameter space to hundreds of numeri-

cal relativity simulations, avoiding overőtting by using a hierarchical approach that

models the contribution of each parameter in order of relative importance [93]. From

initial tests, the computational runtime of TaylorF2 versus IMRPhenomXPHM is neg-

ligible (a factor of ∼ 2 in favor of TaylorF2), so IMRPhenomXPHM is used due to the

completeness of the waveform. [42] suggests that TaylorF2 is more than sufficient

for BNS localization, but also that IMRPhenomXPHM is generally more accurate. Both

waveforms are implemented in the LALSuite [99] and GWFish [42] software packages

used in this work and therefore are relatively interchangeable.

3.2.3 Gravitational wave parameter inference

Parameter inference is required to extract information about each of the simulated

signalsÐin particular, the SNR and localizationÐbased on the measured strain. Stan-

dard methods rely on Bayesian inference with statistical sampling, speciőcally via

Markov Chain Monte Carlo (MCMC) or nested sampling [148]. Broadly, these meth-

ods represent solving an inverse problem to construct a posterior distribution 𝑝(𝜃|𝑑),

81



which is a probability density function for the set of 15 merger parameters 𝜃 given

strain data 𝑑 measured by the GW network:

𝑝(𝜃|𝑑) = ℒ(𝑑|𝜃)𝜋(𝜃)𝒵 . (3.12)

The likelihood function ℒ is a measurement description that assumes a noise model.

GW inference typically assumes Gaussian noise of the form

ℒ(𝑑|𝜃) ∝ exp
(︁

− 1

2

|𝑑− 𝜇(𝜃)|2
𝜎2

)︁

(3.13)

where 𝜎 is the detector noise and 𝜇(𝜃) is the gravitational waveform template given

by the signal model described in Sec. 3.2.2. Gaussian noise represents a reasonable

approximation since noise contributions are generally random, numerous, and inde-

pendently distributed, therefore satisfying the central limit theorem. In some works

the noise model is also expanded to include non-Gaussian contributions like instru-

mental lines.

Note that in this application, the data 𝑑 is represented as the FFT of the measured

strain 𝑑(𝑡) since the waveform model 𝜇𝑓 (𝜃) outputs in the frequency domain. Wave-

form approximants can alternatively output in the time domain, but detector noise

is most easily modeled as a power spectral density (PSD) 𝑆𝑛(𝑓) which is deőned as a

function in the frequency domainÐessentially, the frequency-dependent noise contri-

butions. The strain data is composed of a true signal ℎ(𝑓) = 𝜇𝑓 (𝜃) and noise source

corresponding to 𝑆𝑛(𝑓), or in the time domain, the true signal ℎ(𝑡) and noise 𝑛(𝑡):

𝑑(𝑡) = ℎ(𝑡) + 𝑛(𝑡). (3.14)

See [109] for further details regarding how the matched őltering process to Bayesian

inference of GW signals; the overview given here primarily addresses the inference

portion of the analysis.

Using Bayes’ rule (Eqn. 3.12) the prior distributions for merger parameters 𝜃 are

obtained from hypothesizing plausible distributions. This procedure is the same work
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performed for the physically-motivated population distributions given in Sec. 3.2.1.

The evidence 𝒵 used to normalize the total probability is calculated as per

𝒵 ≡
∫︁

ℒ(𝑑|𝜃)𝜋(𝜃)𝑑𝜃. (3.15)

The posterior distribution is approximated through iterative sampling; with an MCMC

algorithm, for example, the distribution is constructed as a histogram of points sam-

pled from the Markov chain’s stationary distribution. The stationary distribution

is the converged distribution after sufficiently many iterative updates of the Markov

chain. MCMC’s strength is that it can model arbitrary distributions, including those

that would otherwise be challenging to calculate directly [157].

An alternative approach for parameter inference is the Fisher information matrix

(FIM) method, which analytically approximates the posterior 𝑝(𝜃|𝑑) as a multivariate

normal distribution. The Fisher information matrix for a speciőc detector 𝑙 or network

of 𝑁 detectors is computed by:

ℐ𝑖𝑗,detector 𝑙(𝜃) =
𝑁∑︁

𝑘=1

⟨𝜕𝜃𝑖𝜇𝑘(𝜃)|𝜕𝜃𝑗𝜇𝑘(𝜃)⟩

ℐ𝑖𝑗,network(𝜃) =
𝑁∑︁

𝑙=1

ℐ𝑖𝑗,detector 𝑙(𝜃),

(3.16)

where 𝜇𝑘 is the 1st derivative of the waveform with respect to the 𝑘-th model pa-

rameter 𝜃𝑘. The inner product is deőned on a signal-model manifold as an integral

involving the signal and the detector PSD 𝑆𝑛(𝑓); for further detail see [42]. Note that

Eqn. 3.16 is mathematically equivalent to assuming a quadratic approximation to the

likelihood ℒ:

ℒ ∝ exp
(︁

− 1

2
∆𝜃𝑖ℐ𝑖𝑗(𝜃)∆𝜃𝑗

)︁

. (3.17)

Importantly, the inverse of the Fisher matrix can be interpreted as the covariance of

𝑝(𝜃|𝑑), i.e. the uncertainty in measurement of parameters 𝜃:

𝒞(𝜃) = ℐ−1(𝜃), (3.18)
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by assuming (1) stationary Gaussian noise, (2) uniform priors on the model param-

eters, and (3) that the waveform can be considered as a linear function of 𝜃, which

applies only in the high-SNR limit. The SNR measured by detector 𝑙 or network of

of 𝑁 detectors is deőned as:
𝜌𝑙 ≡

√︀

⟨ℎ|ℎ⟩

𝜌network =

⎯
⎸
⎸
⎷

𝑁∑︁

𝑙=1

𝜌2𝑙

(3.19)

where ℎ is the frequency-domain GW strain, and the inner product is deőned equiv-

alently as the inner product seen in Eqn. 3.16 [92].

Due to the nature of inference as an inverse problem as well as the relative weak-

ness of GW signals, degeneracies and nonlinearities in the signal parameter space are

common. The Fisher-matrix formalism cannot capture these effects as it is funda-

mentally a linear method, and so is arguably somewhat inappropriately-suited for this

application [156]. Additionally, ill-conditioned or singular Fisher matrices can arise

in degenerative cases, which prohibit accurate calculation of the covariance 𝒞(𝜃). Un-

fortunately, the geometry of GW detection dictates that the majority of signals will

always be measured close to the SNR threshold due to 𝑑3 distance distributionÐi.e.,

most observed signals will be furthest from us and close to the edge of the observable

volume of spaceÐand therefore ℐ−1(𝜃) does not always represent an accurate poste-

rior. In this simulation, a higher-than-typical coherent SNR threshold (𝜌 ≥ 12) was

used to minimize this effect.

However, the major upside of the FIM method is that it is signiőcantly more com-

putationally economical than full Bayesian treatments, in part because the posterior

is analytically computable rather than being based on iterative methods like MCMC

or nested sampling. Moreover, Eqn. 3.16 represents a subtle but powerful approach

to modeling a large suite of detector networks, as it enables parallel rather than

serial processing of each network conőguration. By calculating ℐdetector(𝜃) for each

considered detector, one can determine 𝒞network(𝜃) for every possible combination of

detectors merely through an additional summation and inversion of ℐ for each unique

combination. This represents an 𝒪(2𝑁) speedup for a set of 𝑁 considered detectors
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Table 3.5: Comparison of GW parameter estimation software packages

GWFish [42] BAYESTAR [144] Bilby [17] LALInference [99]
Accuracy
Runtime
Readily provides out-of-the-box support for different types of detectors:

Ground-based
Space-based

Custom

order Gaussian quadrature, and is primarily used for real-world EM follow-up of GW

events. It achieves accuracy close to that of full MCMC analyses and enables quasi-

real-time inference by exclusively addressing the extrinsic parameters, ignoring the

full parameter space of the binary system.

Ultimately GWFish is used in this work because the main tradeoff between BAYESTAR

and a FIM-based approach such as GWFish comes down to computational cost. Be-

yond the roughly order-of-magnitude difference in raw runtime per event, the FIM

method provides an enabling capability to simulate many GW networks in parallel,

whereas otherwise the networks have to be processed in a serial fashion. As long

as the limitations of the FIM method (inaccuracies in the event of degeneracies and

when modeling low-detector-count networks) are kept close in mind, it represents a

powerful and simple approach to GW analysis [156].

Simulation of the sky localization region

The way the network functionally localizes a source is somewhat obscured by the

mathematical formalism provided above. Intuitively speaking, the means by which

localization is enabled is through two physical mechanisms. Most importantly, de-

pending on the source origin, there is a difference in signal arrival time (via a phase

measurement) at each of the detectors corresponding to ∆𝑡 = 1
𝑐
𝑟⃗detector · 𝑟⃗source

|𝑟⃗source|
, where

𝑟⃗ is the position with respect to e.g. a geocentric origin. A minimum of four detectors

are required for precise localization using this method exclusively; three detectors pin-

point two possible sky regions, two detectors determine a ring of possible locations,
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and one detector provides no localization knowledge at all. This method relies on

arrival time (phase) measurements which correlate with extrinsic parameters 𝑡𝑐, 𝜑𝑐,

and 𝜓. Secondarily, the differing orientations of interferometer antenna patterns in-

ŕuences the relative amplitude observed by each detector, further constraining the

localization region. For example, Virgo’s lack of detection of GW170817 actually

considerably constrained the localization region because the event must have resided

in a location of the sky where Virgo was least sensitive [51]. This method relies on

amplitude measurements which correlate with extrinsic parameters 𝑑𝐿 and 𝜄 and less

strongly with intrinsic parameters 𝑚1 and 𝑚2.

Critically, estimates of sky localization parameters 𝛼 and 𝛿 correlate strongly with

other extrinsic parameters of the binary system and to a much lesser degree with

the intrinsic parameters. BAYESTAR takes advantage of this distinction by assuming

őxed intrinsic parameters when estimate the sky localization region, which provides

a computational speedup due to the reduced dimensionality of the posterior. Initial

testing within GWFish showed restricting the parameter subset merely to 𝛼 and 𝛿

resulted in order-of-magnitude underestimates of 𝜎sky, the standard deviation of the

łsky errorž, and less signiőcant underestimates when restricting merely to the set of

extrinsic parameters. Personal communication with the GWFish team including Jan

Harms and Jacopo Tissino suggested to not restrict the Fisher analysis. Instead,

the full dimensionality of merger parameters 𝜃 is used, merely excluding the two NS

spin vectors (which are assumed to be negligible). This results in a 9-dimensional

covariance matrix compared to the complete 15-dimensional parameter space 𝜃. This

precaution ensures no spurious correlations between parameters are missed, all of

which would increase 𝜎sky.

Presuming the network SNR exceeds the coherent SNR threshold (SNRnetwork ≥
12)13, the simulation proceeds to analytically calculate the uncertainty in measure-

ment of the signal parameters for each BNS merger. These uncertainties are repre-

sented in the form of a covariance matrix as per the FIM method. The covariance

13This work utilizes a higher-than-typical coherent SNR threshold for GW detection in order to
avoid degenerative cases where the FIM approach is ill-suited.
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elements associated with right ascension 𝛼 and declination 𝛿 give the sky localization

as a bivariate normal distribution:

𝒞𝛼,𝛿 =

⎛

⎝
𝜎2
𝛼𝛼 𝜎2

𝛼𝛿

𝜎2
𝛿𝛼 𝜎2

𝛿𝛿

⎞

⎠ , (3.20)

where the distribution is centered on the maximum likelihood estimate of the BNS

merger sky position, the true sky position. The size of the sky localization region,

the standard deviation of the sky error, is then given by:

𝜎sky ≡
√︁

trace(𝒞𝛼,𝛿) =
√︁

𝜎2
𝛼𝛼 + 𝜎2

𝛿𝛿. (3.21)

This sky localization region is passed on to the EM follow-up portion of the simu-

lation to determine what area of the sky the EM network needs to search to determine

the precise BNS merger position.

3.2.4 Electromagnetic signal modeling

The complexity of the electromagnetic emissions of kilonovae, discussed in Sec. 3.1.3,

renders waveform modeling a challenging exercise. Due to the quantity of mergers

simulated in this work, it is important to select a modeling approach that is com-

putationally lightweight and ŕexible. Studies such as [116] have defaulted to using a

range of őxed absolute magnitudes 𝑀 adjusting for apparent magnitude 𝑚 based on

luminosity distance as per:

𝑚−𝑀 = 5 log
𝑑𝐿
10
. (3.22)

Others use a preset light curve but with a simple parametrization for changes with

viewing angle [107]. Now that we have better knowledge of KN emissions, we can

better take into account the full range of variability in real KN. Rather than relying

on a full hydrodynamic and radiation transfer simulation such as in [130], a sim-

pler phenomenological model (that still takes into account time-variability, spectral

emissivity, and anisotropy) is employed from [115]. Fig. 3-11 shows the structure of
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3.2.5 Electromagnetic follow-up of the sky localization regions

Targeting strategy

Once a GW-based sky localization region for a given merger has been determined,

telescopes are tasked to search the region for potential transients to identify the KN

host galaxy. Typically, telescopes either take a wide-őeld tiling strategy or a narrow-

őeld galaxy-targeting strategy. Wide-őeld tiling approaches divide the localization

region into a grid of FOVs which are systematically imaged by one or more telescopes.

The grid is searched in order of decreasing integrated probability across the grid tilesÐ

no attention is paid to other factors which may affect the detection probability such

as the relative quantity of galaxies within each tile, in part because each tile contains

a large number of galaxies. Tiles may be visited out-of-order based on observability

constraints such as sky altitude and airmass, and may also be revisited as the kilonova

evolves, in particular if the 90% conődence region (c.r.) is fully searched with no

transients found. This approach tends to rely on large FOVs and instruments with

high photon throughput that can quickly address large localization regions. During

the search for the optical counterpart to GW170817, DECam [61], MASTER [69], and

VISTA [147] all successfully employed a tiling approach. Fig. 3-13 depicts DECam’s

GW170817 strategy, in which the sky tiles were determined algorithmically based

on the published sky localization region and the resulting raw exposures checked by

visual inspection for any new transients.

For narrow-őeld telescopes which may achieve greater optical sensitivies but at

the expense of smaller FOVs, the tiling strategy is not optimalÐconstructing the

same style of sky localization grid with smaller tiles would produce images with

few or no galaxies in many of the FOVs, which would therefore not be relevant to

determining the host galaxy of the KN. Instead, galaxy-targeting approaches rely

on comparing the sky localization region to existing galaxy catalogues. They use a

variety of bespoke ranking systems such as [15], [101], and [111] to determine likely

galaxy candidates within the sky localization region (or localization volume, if they

also consider the estimated merger distance). These galaxies are then followed up
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phisticated approach that then slides the tiling in right ascension and declination via

iterative optimization. [143] assumes arbitrary telescopes and FOVs and uses different

optimization methods including simulated annealing, greedy sort, and a noncoordi-

nated approach to determine FOV placement and tile ranking. In principle, the

tasking problem is simply a subset of well-known őeld of sensor tasking applicable to

e.g. remote sensing [120] and space situational awareness [142], and condenses to a

modeling problem with a corresponding global optimization algorithm.

In this work, an analytical approach is used which assumes optimal tiling is

achieved, and simply calculates the detection probability based on the imaged area

of sky 𝐴 and the sky localization standard deviation 𝜎sky, as depicted in Fig. 3-15.

This method is possible because the sky localization region is modeled as a bivariate

Gaussian as per the FIM method output of Sec. 3.2.3. The N% c.r. corresponding to

an area Ω of a bivariate gaussian is derived using the inverse survival function (isf) of

the 𝜒2 distribution with 𝑛 = 2 (two degrees of freedom) evaluated at 100%−𝑁%, or

more simply 1−P, where P is the detection probability. The survival function (sf) is

simply 1−cdf, the cumulative distribution function (the integral of the 𝜒2 probability

density function, pdf):

𝑓𝜒2sf(𝑥) = 1−
∫︁ 𝑥

0

𝑓𝜒2pdf(𝑥̃)𝑑𝑥̃ = 1−
∫︁ 𝑥

0

1

2
𝑒−𝑥̃/2𝑑𝑥̃ = 𝑒−𝑥/2 (3.23)

Ω/𝜎sky = 𝑓𝜒2isf(𝑥 = 1− P) = −2 ln 𝑥 = −2 ln(1− P) (3.24)

P = 1− 𝑒−
Ω

2𝜎sky (3.25)

The advantages of this approach are that it requires no optimization strategy for tiling

placement and ranking, and it is ŕexible with respect to whether telescopes follow

a coordinated or uncoordinated strategy (i.e., whether they cooperate to search the

localization region and ensure their observations do not overlap, or whether they each
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take an independently optimal approach). In the coordinated case:

Ω =
∑︁

𝑚

Ω𝑚

P = 1− 𝑒−
Ω

2𝜎sky ,

(3.26)

where Ω𝑚 is the solid angle of sky successfully imaged by telescope 𝑚. In the un-

coordinated case the detection probability is simply the maximum of the individual

probabilities for each telescope:

P𝑚 = 1− 𝑒−
Ω𝑚

2𝜎sky

P = max(P𝑚).
(3.27)

This work assumes the uncoordinated case simply because that is the approach tra-

ditionally taken in practice, as evidenced by the fact that AT 2017gfo was discovered

six independent times all within the span of ∼1 hr [50]. However, it is noted that

a coordinated approach would present a considerably more efficient use of telescope

time; [143] predicts an average doubling of cumulative detection probability (across

many sources) with a coordinated approach, though of course it depends on the exact

EM network used.

Notably, both Eqn. 3.26 and 3.27 are constructed in such a way that enables paral-

lel processing of EM network conőgurations, mirroring the parallelization of the FIM

method for GW inference discussed in Sec. 3.2.3. Explicitly, this means that the per-

formance of a network of telescopes is rapidly and analytically computable from the

performance of each of its individual telescopes, which are themselves not necessarily

analytical nor straightforward to compute. Therefore determining the performance

of every telescope independently also determines the network performance in a paral-

lelized fashion, providing a 𝒪(2𝑁) speedup for computing all network performances,

where 𝑁 is the number of all considered telescopes.

There are several assumptions implicit in this detection probability calculation.

First, we assume the łdiscretizationž of telescope FOVs is negligibleÐessentially, that

the FOVs have no overlap and are small with respect to the localization region. [79]
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each exposure:

Ω𝑚 = 𝑛exp𝐴FOV

𝑛exp =

⌊︃ ∫︀ 𝑡=15 days

𝑡=0
𝛿(Θ)𝑑𝑡

𝑡exp +max(𝑡readout, 𝑡slew)

⌋︃

,
(3.28)

where 𝑡exp is the exposure time of each image, max(𝑡readout, 𝑡slew) is the time between

successive exposures, and 𝛿(Θ) is a function that takes on the following values:

𝛿(Θ) =

⎧

⎪⎨

⎪⎩

1 if all observability criteria are met

0 otherwise.
(3.29)

Since 𝛿(Θ) depends on 𝑡exp through a SNR criterion, an optimal follow-up strategy

would maximize 𝐴𝑖 by choosing the 𝑡exp for each image that would globally maximize

𝑛exp. This strategy would amount to constantly adjusting the exposure times so that

each image just barely exceeds the minimum SNR threshold based on the predicted

source brightness as well as the current observing conditions. In practice, most follow-

up strategies (including all that successfully detected AT 2017gfo) use a őxed 𝑡exp

justiőed by adding a ∼1-3 magnitudes margin to the predicted peak magnitude, such

as [35]. Note that this strategy fails in cases where the KN source is dimmer than

expected; [74] argues this őxed-exposure method was a probable cause of the failure

to őnd the electromagnetic counterpart of GW190425. Nevertheless, following the

lead of [116] and [81], this study adopts a őxed exposure time of 𝑡exp = 120 s for

ground-based telescopes and 𝑡exp = 2000 s for space-based telescopes.

The full list of observability criteria include:

1. An SNR threshold 𝜌 ≥ 10

2. A minimum/maximum sun separation angle for space-based telescopes

3. Airmass and nighttime restriction for ground-based telescopes

An example calculation of 𝛿(Θ) with these criteria is depicted by Fig. 3-16. All

conditions are individually checked for validity at each (𝑡exp + max(𝑡readout, 𝑡slew))-

duration interval. For computational efficiency, the SNR condition is checked őrst in
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design. Note that JWST additionally has a maximum sun separation angle, which

is also taken into consideration in this work; this restriction typically does not apply

for enclosed telescopes like HST. The sun separation angle calculation relies on the

AstroPy.coordinates module [48] and assumes a geocentric observer, which applies

well if the telescope were in Earth orbit, at ESL (Earth-Sun Lagrange) points 1 or 2,

or otherwise nearby Earth. For (3), at the time and location of observation it must

be astronomical twilight or darker (sun altitude < −12 deg) and the signal altitude

must be > 20 deg such that airmass < sec(90∘ − 20∘) ≈ 3, taken directly from the

observing strategy used by [35] for GW170817 follow-up. These values are similarly

computed using the AstroPy.coordinates module.

SNR calculation

A standard SNR calculation for a CCD-based UV/optical/NIR telescope is as follows:

SNR ≡ 𝑆

𝑁
=

𝑛signal
√︀

𝑛signal + pix(𝑛sky + 𝑛dark + 𝑛2
read)

, (3.30)

where 𝑛source is the electron count per pixel, 𝑒−/pix, from a particular noise or signal

source. 𝑛sky applies for ground-based telescopes but not space-based telescopes. Ex-

pressed in terms of a photon count rate 𝜑 and CCD quantum efficiency 𝜂, values are

given by:

𝑛signal = 𝜑signal𝑡exp𝜂

𝑛sky = 𝜑sky𝑡exp

𝑛dark = 𝜑dark𝑡exp.

(3.31)

The read noise is not represented as a photon count rate because it applies on a

per-readout basis rather than per unit time. pix is the number of pixels used for

source photometry, which is the determined via the Rayleigh criterion for space-

based telescopes, and by the maximum of the Rayleigh criterion and the atmospheric

seeing condition (∼ 0.5∘) for ground-based telescopes:

𝑛pix =
⌈︁𝜋

4

(︁max(1.22 𝜆
𝐷
, 0.5∘)

𝑝/𝑓

)︁2⌉︁

(3.32)
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Telescope parameters such as the read noise, dark noise, pixel pitch 𝑝, focal length

𝑓 , and aperture diameter 𝐷 are either taking from the observatory engineering doc-

uments or an assumed default value is used (e.g. a pixel pitch of 15 µm).

The photon count rates 𝜑signal and 𝜑sky are derived from their AB magnitudes in

particular bandpasses by őrst converting to a photon ŕux with units of W m−2 Hz−1

and then to a photon count rate by using the mean photon energy 𝐸 = ℎ𝑐
𝜆mean

and

bandwidth ∆𝑓 = 𝑓max − 𝑓min. Quantities for the bandpasses, bandwidths, and sky

background AB magnitudes by bandpass are used from [167].

3.2.6 Calculating the detection rate

To summarize, the intermediate output at this stage of the simulation is:

• 𝜌𝑘𝑙, the SNR of GW interferometer 𝑙 observing merger 𝑘,

• ℐ𝑖𝑗,𝑘𝑙, the 𝑖𝑗 components of the Fisher information matrix ℐ for interferometer

𝑙 observing merger 𝑘, and

• Ω𝑘𝑚, the solid angle of sky telescope 𝑚 is able to search to őnd merger 𝑘,

computed ∀𝑘 ∈ [1 . . 𝑁𝑘] for 𝑁𝑘 simulated BNS merger signals, ∀𝑙 ∈ [1 . . 𝑁𝑙] for

𝑁𝑙 total considered interferometers, and ∀𝑚 ∈ [1 . . 𝑁𝑚] for 𝑁𝑚 total considered

telescopes. The total number of instruments is 𝑁 = 𝑁𝑙 + 𝑁𝑚, from which it is

possible to construct 2𝑁 − 1 possible networks (excluding the empty set).

We wish to determine the performance of a particular networkÐa particular subset

of the interferometers and telescopesÐbased on these quantities. Suppose our network

is comprised of a set of interferometers 𝐿 ⊆ [1 . . 𝑁𝑙] and a set of telescopes 𝑀 ⊆
[1 . . 𝑁𝑚]. The GW network SNR for observing merger 𝑘 is given by Eqn. 3.19:

𝜌𝑘𝐿 =

√︃
∑︁

𝑙∈𝐿

𝜌𝑘𝑙. (3.33)
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The localization error is given by Eqn. 3.16, 3.18, and 3.21:

𝒞𝑖𝑗,𝑘𝐿 =
(︁∑︁

𝑙∈𝐿

ℐ𝑖𝑗,𝑘𝑙
)︁−1

𝜎𝑘𝐿 =
√︀

𝒞𝛼𝛼,𝑘𝐿 + 𝒞𝛿𝛿,𝑘𝐿.
(3.34)

Lastly, the probability of detection by the EM network is given by Eqn. 3.27:

P𝑘𝐿𝑀 =

⎧

⎪⎨

⎪⎩

max𝑚∈𝑀

(︁

1− exp
(︀
− Ω𝑘𝑚

2𝜎𝑘𝐿

)︀)︁

𝜌𝑘𝐿 ≥ 12

0 otherwise.
(3.35)

Recall that this probability assumes detection by the GW network, so indicates only

joint detection of both GW and EM signals. The network performanceÐthe expected

value of the fraction of successfully-detected eventsÐis calculated as

𝑝 =
1

𝑁𝑘

∑︁

𝑘

P𝑘𝐿𝑀 , (3.36)

where the detection rate is simply 𝑟 = 4
3
𝜋𝑑3𝐶,maxℛBNS𝑝. The horizon distance 𝑑ℎ at

which 50% of sources are detected is found via the solution to

0 = 0.5− 1

|𝐾|
∑︁

𝑘∈𝐾

P𝑘𝐿𝑀 (3.37)

given 𝐾 ≡ {𝑘 ∈ [1 . . 𝑁𝑘] : 𝜃𝑘,𝑑𝐿 ≈ 𝑑ℎ}, a subset of signals (recall, each with merger

parameters 𝜃𝑘 and luminosity distance 𝜃𝑘,𝑑𝐿) that are approximately at the horizon

distance.

Between these computations, Eqn. 3.34 and Eqn. 3.37 are the most expensive

due to requiring a matrix inversion and root őnder respectively. Otherwise, they are

vectorizable and efficient to compute for a large number of network conőgurations.
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3.3 Results

3.3.1 Joint EM/GW detection rates through the 2020s

As of 2023, the observing plan for the International Gravitational-Wave Observatory

Network (IGWN) Ð comprised of the United States’ LIGO Hansford and LIGO Liv-

ingston, the European Union’s Virgo, and Japan’s KAGRA Ð is determined through

the 2020s. Observing runs are set so that all detectors can be simultaneously online

for collecting science data or offline to undergo planned upgrades. Fig. 3-17 shows

the schedule for these observing runs along with the achieved or anticipated binary

neutron star horizon distance for each instrument. This section will refer to observing

runs O1 (2015) through O5 (2027-2029).

Figure 3-17: IGWN observing runs through the 2020s. Credit: [6].

An anticipated multi-messenger detection rate can be simulated by using the

achieved or anticipated interferometer PSDs for each of these runs along with a corre-

sponding EM network and a hypothetical (randomly-generated) neutron star merger

population. This procedure will also help to validate the simulation by comparing

against other detection rate predictions. Note that these simulations were run with

|𝐾| = 3000 mergers for sufficient statistical sampling as well as statistical bootstrap-

ping of anticipated merger detection rates. The detection rate is then calculated

based on the observed fraction of mergers and the actual merger rate density within

the simulated volume. The network used for this simulation is shown in Fig. 3-18.

The telescopes considered are all ground-based, and are comprised of instruments
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Rubin Observatory (LSST) from Fig. 3-28. The central subplot suggests that when

one has either a very low-performing or high-performing GW network, little to no

performance is gained by adding these instruments to the multi-messenger network.

There is some intermediate composition where the most performance is gained. While

unintuitive at őrst, this factor can be explained by the directionality of the observa-

tions: the GW network cues EM follow-up searches. For low-performing networks,

the network will be constrained by the quantity of initial cues, and EM observations

will saturate the number of events that one can detect. Conversely, at some point

of GW network performance, most of the new sources cued will be from beyond the

horizon of the EM instrument. At this point, additional cues to that instrument do

not grant more performance. These factors result in a general bell curve for perfor-

mance delta from telescopes: each telescope is tuned to a speciőc performance range

based on its limiting magnitude and FOV.

As another example, consider the case of the Neutron star Extreme Matter Obser-

vatory (NEMO) interferometer shown in the central subplot of Fig. 3-27. NEMO rep-

resents a promising 2.5-generation interferometer, one intended to bridge the present

gap between the end of O5 in 2029 and the commissioning of 3rd-gen detectors such

as CE and ET sometime in the 2030s. NEMO is designed to have an unusually high-

frequency sensitivity. This tuning is particularly useful for localization due to the

same factors that inŕuence the Rayleigh criterion for traditional telescopes. In terms

of performance scaling, NEMO demonstrates that as one improves the overall GW

network composition, the performance gain from a particular interferometer trends

towards zero.

We can also look at other individual instruments more closely. Fig. 3-29 com-

pares the WINTER telescope to the MASTER/LCO (Las Cumbres Observatory)

networks of instruments. The WINTER telescope is able to match or outperform the

MASTER/LCO network owing to its relatively wide őeld of view along with its NIR

sensitivity. Kilonovae emissions are generally sustained longer in the infrared bands

than optical or UV bands, which permits more time for a follow-up sky search; see

Fig. 3-12. On average, adding WINTER to any given network improves the BNS
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the same. Eqn. 3.10, however, shows that the regions also scale with the observed

frequency. Here, more sensitive detectors also means a higher maximum observed

frequency, which permits better localization.

On the interferometer side, the most promising instrument is a hypothetical vari-

ation of the Cosmic Explorer interferometers, here named CE_South. CE_South

moves the two proposed Cosmic Explorer sites from the U.S. to the Southern hemi-

sphere, placing one at McMurdo Station in Antarctica15 and another in Western

Australia at a candidate interferometer site [58]. In addition to the fact that this

pairing represents a strong 3rd-generation set of interferometers, placement in the

Southern hemisphere greatly boosts the geographic diversity of the interferometer

network. This geometric factor permits more tightly constrained sky localization

regions across the entire sky.

3.4 Discussion

This chapter presented a simulation of joint gravitational-wave and electromagnetic

observations of binary neutron star mergers. The quantity of these joint observa-

tions is itself an important metric for a variety of open questions in astrophysics and

cosmology, in particular directly determining the uncertainty of a gravitational-wave

standard siren measurement of the Hubble parameter. The simulation undertaken

in this chapter suggests that a 4% measurement of 𝐻0 is possible by the end of

the decade Ð a level of precision sufficient to resolve the 4 − 6𝜎 tension in existing

measurement methods Ð which may open the path to physics beyond the standard

model. This prediction assumes that the IGWN undergoes planned upgrades, meets

or exceeds performance targets, and that the present maximum likelihood estimate

of the merger rate density is close to the truth.

Furthermore, performance of over 105 multi-messenger observatory network conőg-

urations was modeled. This data set shows the scaling laws for performance gains from

15The engineering merit of building an interferometer in Antarctica is not discussed here, though it
is noted that such a detector would presumably őnd great comfort among multi-messenger brethren
such as the IceCube Neutrino Observatory, which is also stationed at the South Pole.
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individual telescopes and interferometers, and can be used for generating actionable

insights about future multi-messenger networks. In particular, geographic diversity

and high-frequency sensitivity are two important factors for the gravitational-wave

network composition. As interferometer sensitivities improve, we can expect a trend

from wide-őeld follow-up telescopes to highly-sensitive narrow-őeld telescopes. The

best conőgurations of networks utilize a highly-sensitive and widely-distributed set

of ground-based interferometers in tangent with narrow-őeld, large-aperture ground-

and/or space-based telescopes.
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Chapter 4

Joint radar and optical measurement

of resident space objects

Resident space objects (RSOs) are artiőcial or natural objects in orbit around a

given body, in this case the Earth. These objects may include both active and inop-

erative satellites, other debris generated from human activity in space, and natural

objects like micrometeroids. With the ever-increasing use of low-Earth orbit (LEO)

for commercial purposes, the concurrent growth of the space debris population poses

a heightened threat to the safety and operations of spacecraft in orbit. As such,

tracking of these objects is required to maintain a clear and actionable understanding

of the environment, in particular for the purposes of collision avoidance. This ability

to monitor and predict the behavior of RSOs is known as space situational awareness

(SSA).1 Fig. 4-1 depicts the signiőcant recent growth in Earth RSOs.

The standard orbit determination method is sustained through range and range-

rate measurements via ground-based radars like those of the Space Fence, which

is part of the U.S. Space Surveillance Network (SSN) maintained and operated by

the US Department of Defense. In some cases, ground-based optical telescopes like

GEODSS (Ground-Based Electro-Optical Deep Space Surveillance) are also used for

surveillance of objects in medium-Earth orbit (MEO) and beyond [84]. The Space

Surveillance Network maintains a catalogue of 𝒪(104.5) objects over 10 cm in size,

1Or more recently, space domain awareness (SDA), though here the former acronym is used.
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both of these concerns simultaneously. The method calls for leveraging pre-existing

star trackers on commercial satellites in LEO to monitor RSOs [3]. Though these star

trackers may not actively track RSOs by gimballing to known targets, they are likely

to coincidentally image RSOs during routine operation, which represents potentially

useful data which would otherwise be discarded as noise. These on-orbit star trackers

which generally operate in the optical portion of the EM spectrum could complement

ground-based radar to sustain broad and actionable SSA in LEO.

This case study concerns the efficacy of a cohesive network of ground-based radar

and untasked on-orbit optical sensors to track RSOs in LEO. Though these sensors do

not strictly concern multiple astrophysical messengers, radar and optical observations

are sufficiently multimodal2 so as to represent a worthy case study. In particular, the

photons measured by each sensor are unique in their origin, frequency, and behavior.

While radars actively emit and receive their own low-frequency photons reŕected off

the targets of interest, optical sensors observe relatively high-frequency photons from

the Sun which are reŕected off the source, or in some cases photons self-emitted by

the target objects.

4.1 Object covariances

A primary use of orbit determination data output is to alert satellite operators to

potential collisions (łconjunctionsž). In the event of a conjunction, operators receive

conjunction data messages (CDMs) through the 18th Space Defense Squadron or

commercial providers like LeoLabs via conjunction screening services, which informs

them of details such as object states, covariances at closest approach (Eqn. 4.1),

and calculated collision probability. Based on these data, operators may choose to

maneuver to avoid the collision to reduce residual risk, or may choose to simply accrue

the risk if the CDM is deemed inactionable.

Data actionability is a holistic measure which depends on the reliability, accuracy,

and timeliness of the underlying measurements. The most important factors for

2Multimodal in a data fusion sense, as discussed in Sec. 2.4.
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actionability are the size and realism of the object positional covariances at the time

of conjunction. The covariance matrix 𝒞 of an RSO indicates the uncertainty of

knowledge in each element of its state vector 𝑋 = [𝑥, 𝑦, 𝑧, 𝑥̇, 𝑦̇, 𝑧̇]. The 3×3 upper-left

portion of the covariance matrix gives the positional uncertainty:

𝒞𝑟⃗ =

⎛

⎜
⎜
⎜
⎝

𝜎2
𝑥𝑥 𝜎2

𝑥𝑦 𝜎2
𝑥𝑧

𝜎2
𝑦𝑥 𝜎2

𝑦𝑦 𝜎2
𝑦𝑧

𝜎2
𝑧𝑥 𝜎2

𝑧𝑦 𝜎2
𝑧𝑧

⎞

⎟
⎟
⎟
⎠
, (4.1)

essentially a 3-dimensional uncertainty ellipsoid at a certain point of time, where the

size of the positional uncertainty is calculated as:

𝜎𝑟⃗ =
√︀

trace(𝒞𝑟⃗), (4.2)

largely similar to Eqn. 3.21. Even in situations with a low 𝜎𝑟⃗, another important

factor is the realism of the covariance, which regards how accurately a given covariance

ellipsoid represents the true uncertainty of the underlying phenomena. One measure

of covariance realism is the Mahalanobis distance, essentially a multivariate extension

of the concept of a statistical standard score (łZ-scorež), which informs how far out-

of-distribution an object is measured from its predicted position (the center of the

covariance ellipsoid) [155].

Covariance sizes and realism are an important performance measure for SSA net-

works because poor covariances are widely detrimental to effectual on-orbit collision

avoidance. If the state covariances at close approach are poor, for example, wider

maneuvers are required to avoid the conjunction. With őnite resources to dedicate

towards collision avoidance, this results in less-actionable data. Secondly, unrealistic

covariances inŕate the rate of false positive and false negative maneuver decisions: es-

sentially, they cause unnecessary maneuvers, and conceal situations where maneuvers

may actually be warranted. For stationkeeping satellites, large covariances imply a

need to exit the nominal stationkeeping orbit to avoid a conjunction, which may intro-

duce additional traffic management complications. Even in the event of maneuvering
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for essentially every conjunction, poor covariance uncertainty and realism result in a

degradation of collision avoidance efficacy, which causes an unavoidable residual rate

of risk accrual. No explicit requirements exist for covariance sizes and realism; in-

stead there is a three-way tradeoff between prediction accuracy, quantity of collision

avoidance maneuvers performed, and operator risk posture. Improving predictive

information of objects in orbit lessens the burden on the latter two aspects.

For the most part, satellite operators choose to maneuver for conjunctions within

72 hours ahead of the actual close approach. As such, one performance metric for an

SSA network is the size of the covariances (say, the 90th percentile size for conser-

vatism) for a population of objects at 72 hours into the future. However, propagation

of covariances into the future can be somewhat subjective, as the rate of growth uncer-

tainty depends on the dynamical noise (łprocess noisež) assumed by the propagator.

This requires knowledge of the degree of dynamical mismodeling within the propaga-

tor, either due to unincorporated or unpredictable dynamical inputs (space weather,

satellite maneuvers, rotations or deployments affecting solar radiation pressure and

drag, outgassing, etc.). From a simulation perspective, this poses a challenge as one

knows precisely the dynamical inputs used within the simulation.

While one can attempt to estimate these factors or assume a blanket acceleration

noise, a simpler approach is to deőne a distinct but related performance metric which

is independent of process noise assumptions. Instead of covariance propagation 72

hours into the future, the performance metric can be deőned as the covariance size

at any given point in time. This alternate deőnition essentially equates to the typical

knowledge you have about an object’s state at any point in the present time. This

alternative also permits improved statistical sampling without requiring additional

computation, as one can sample the covariance size throughout all time steps within

the simulation rather than exclusively propagating from certain points onward.
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resident space objects (along with their corresponding properties such as radar cross-

sections and optical signatures). Ahead of the state estimation őlter, simulated data

is generated with noise by running the measurement model against the ground truth

object states (determined with a custom dynamical propagator). The measurement

model is run at 60 s intervals and data is generated only where observing constraints

such as line of sight are met. Then the state estimation őlter is run with a perturbed

initial state along with the noisy data, which returns a reőned estimate of the satellite

state vectors and covariances over time. The simulation output is a performance

metric based on the covariance time series data.

Note a caveat of the simulation is that it does not take into account object asso-

ciation. That is: when one takes a measurement of an RSO, it is not always the case

that one can associate that measurement with a known object in the database. If the

object is not within the database, one may not be able to associate the measurement

with other similarly unassociated measurements of that object. This confusion is par-

ticularly strong in the case of poorly-tracked objects, tightly-clustered objects, and

either recently-deployed or not-recently-observed objects. Since one can generally as-

sociate objects given sufficiently precise data over a long enough period of time, this

simulation assumes a steady-state scenario where all objects are already associated

and measurements can be accurately attributed to their causal objects.

4.2.1 System dynamics

The dynamical model of a system relates its state derivative 𝑋̇ = [𝑥̇, 𝑦̇, 𝑧̇, 𝑥̈, 𝑦, 𝑧] with

its state 𝑋 = [𝑥, 𝑦, 𝑧, 𝑥̇, 𝑦̇, 𝑧̇] at time 𝑡:

𝑋̇ = 𝐹 (𝑡,𝑋). (4.3)

The simplest dynamical model for orbital mechanics assumes only two-body grav-

ity. In this work, a custom higher-ődelity model is used which incorporates several

perturbative forces:

• Earth gravity őeld given by the 1996 Earth gravitational model (EGM96) [98],
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three spatial dimensions:

𝑄(∆𝑡) = (∆𝑡)2
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(4.4)

which assumes no cross-correlation terms between unique spatial dimensions. Note

that the 3 × 3 upper-left portion relates spatial uncertainty to acceleration noise,

hence the additional (∆𝑡)𝑛 terms due to integration of acceleration.

4.2.2 Radar measurement model

Two radar simulation steps are required in this work: a measurement model to gen-

erate simulated radar data given object position and radar noise, and the inverse

of the above process for the state estimation őlter to map observations into object

state space. A measurement model here differs slightly from the deőnition given in

Eqn. 2.2. That measurement model maps an observed signal Ð the actual digital

signal output by the radar receiver Ð to the object observables of range (𝑟) and

range-rate (𝑟̇).3 The measurement model discussed here further maps between range

and range-rate and the object state space 𝑋. Here, rather than simulating noise in the

radar signal directly, noise is modeled as a covariance matrix in range and range-rate

as per Eqn. 4.11 and 4.12. This simpliőes part of the probability graph model from

Fig. 2-9, the relevant portion of which is shown in Fig. 4-4. This distinction touches

upon a central point: measurement models are chained together to map signal ↔
measurement ↔ observables ↔ more abstracted model properties. It is this chain of

functions which informs the efficacy of a given instrument or network of instruments.

3Range-rate is the line-of-sight component of the object velocity relative to the radar.
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satellite and radar.

𝐺𝑟 can be used directly to simulate radar data ahead of the state estimation

process, along with the addition of noise 𝜎. To determine radar noise, we use the

radar power equation:
1

𝜎2
∝ 𝑃𝑟 =

(︁𝑃𝑡𝐺𝑡𝐴𝑟
(4𝜋)2

)︁ 𝑑

𝑟4
, (4.8)

where 𝑃𝑟 is received power, 𝑃𝑡 is transmitted power, 𝐺𝑡 is the gain of the transmitting

antenna, 𝐴𝑟 is the effective area of the receiver, and 𝑑 is the object’s radar cross-section

(RCS). Rather than completely simulating the processing to transform the observed

radar signal and noise into a range and range-rate, we use an assumed baseline radar

performance, i.e. a baseline range and range-rate noise 𝜎𝑟 and 𝜎𝑟̇, and vary 𝜎 based

only on 𝑑 and 𝑟. Then data is generated via:

𝑌𝑟 = [𝑟, 𝑟̇] = 𝐺𝑟(·) + 𝜖𝑟 (4.9)

𝜖𝑟 ∼
[︃

𝒩
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,𝒩
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4

𝑑

)︁
]︃

(4.10)

where noise is Gaussian-distributed with no bias (i.e., a mean of 0). Note that range

and range-rate noise are assumed to be independent. Written more succinctly, the

measurement noise 𝜖𝑟 = [𝜖range, 𝜖𝑟̇] is drawn from a bivariate Gaussian:

𝜖𝑟 ∼ 𝒩 (⃗0, 𝒞𝑟), (4.11)

where the 2D noise covariance matrix 𝒞𝑟 is deőned as:

𝒞𝑟 =

⎛

⎝

𝜎2
𝑟𝑟

4

𝑑
0

0
𝜎2

𝑟̇𝑟
4

𝑑

⎞

⎠ . (4.12)

The object RCS 𝑑 is deőned in the process of generating the simulated objects.

Here, a spherical object is assumed where 𝑑 is equivalent to the object’s cross-sectional

area. This assumption holds true where 𝜆 ≪ radius, i.e. where the radar frequency

is sufficiently high.
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generated with noise 𝜖𝑜 = [𝜖𝛼, 𝜖𝛿] per:

𝑌𝑜 = [𝛼, 𝛿] = 𝐺𝑜(·) + 𝜖𝑜 (4.16)

𝜖𝑜 ∼ 𝒩 (⃗0, 𝒞𝑜) (4.17)
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⎞

⎠ , (4.18)

where 𝑅 represents a rotation matrix from the synthetic frame to the image frame,

𝜃 is the Rayleigh criterion 𝜃 = 1.22 𝜆
𝐷

, 𝑡exp is the exposure duration, 𝜔 is the angular

rate of the object as measured by the star tracker, and 𝜌 is the SNR.

The rotation 𝑅 ∈ 𝑆𝑂(2) transforms the uncertainty in the synthetic frame to

uncertainty in the global coordinates 𝛼 and 𝛿 as shown in Fig. 4-8. The axes of the

synthetic frame in which 𝒞 is deőned are given by the object’s image-plane velocity

vector and a secondary orthogonal axis. In this frame, there is a variance in the

direction of motion given by 1
𝜌
(𝜃2+𝑡exp𝜔): the 𝜃2 term corresponds to the optical PSF

with FWHM (full-width half-maximum) angle 𝜃, given by the Rayleigh criterion, and

the 𝑡exp𝜔 term corresponds to uncertainty due to object smearing. In the orthogonal

direction, the variance is only due to the optical PSF, as there is no relative motion

along this axis. In the synthetic frame, noises are independently distributed, so there

is no cross-correlation (off-diagonal covariance terms). After the rotation 𝑅 there is a

strong correlation in the 𝛼, 𝛿 frame, as in general the object motion is the dominant

uncertainty contribution rather than the Rayleigh limit (i.e. 𝑡exp𝜔 ≫ 𝜃2).

The SNR 𝜌 is computed similarly to Eqn. 3.30:

𝜌 ≡ 𝑆

𝑁
=

𝑛signal
√︀

𝑛signal + pix(𝑛dark + 𝑛2
read)

, (4.19)

where in this case the number of pixels over which the source is distributed is given

by

pix =
⌈︁1.22 𝜆

𝐷
𝑡exp𝜔

(𝑝/𝑓)2

⌉︁

(4.20)

where the denominator is the instantaneous (pixel) FOV angular area calculated with
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• there must be a minimum sun separation angle of 50∘, i.e. 𝜙 < 130∘,

• there must be a minimum lunar separation angle of 30∘,

• the line of sight axis must not intersect Earth,

• and the object must not be in Earth eclipse (within its umbra or penumbra).

Note that the measurement model simultaneously depends on the object state

as well as the star tracker state. The star tracker host satellite state is similarly

propagated at the beginning of the simulation in order to simulate the optical mea-

surement data. This state propagation is reused within the sate estimation őlter to

assess prediction residuals.

The őrst observability criterion regarding star tracker FOV addresses the fact

that star tracker observations are coincidental rather than targeted. The star tracker

orientations do not change in order to track targets, but are instead static. The FOVs

are deőned in the satellite Frenet frame5 with the tangential (velocity/in-track) axis

𝑇 , normal (radial) axis 𝑁 , and binormal (cross-track) axis 𝐵 shown in Fig. 4-10. This

deőnition assumes the satellite body frame always coincides with the Frenet frame,

and that there are four star trackers colocated on each satellite, each coplanar but

separated by 90∘. The star trackers are individually granted 10∘ × 10∘ FOVs.

4.2.4 State estimation

For the dynamical state estimation representing the core of the simulation, this work

relies on an extended Kalman őlter (EKF), a nonlinear variant of the Kalman őlter

which linearizes about the current mean (the estimated object state) and covari-

ance [127]. The EKF is essentially a Bayesian inference engine applied to state esti-

mation of nonlinear dynamical systems under the assumption of Gaussian noise. The

EKF follows two main steps during the recursive estimation process. In the predic-

tion step, the EKF predicts the next state of the system given its previous state and

5An equivalent and perhaps more familiar convention is the LVLH (local vertical, local horizontal)
frame.
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data may be roughly compatible with a wide breadth of possible system states, so

convergence onto the true state is not guaranteed. Convergence is aided by accurate

priors, i.e. good initial state estimates, and precise modeling of system dynamics

and measurement models. While the EKF may fail to converge in the case of highly

nonlinear dynamics or poor initial state estimates, these failure modes are easily

avoided in this work as initial state estimates can be arbitrarily chosen within the

simulation.

The recursive EKF process is given explicitly in Algorithm 1. Understanding the

internals of this algorithm requires precursory deőnitions and clariőcation of notation.

To summarize, so far we have deőned:

• the system state 𝑋,

• the covariance 𝒞 of knowledge of the system state,

• the system dynamics 𝑋̇ = 𝐹 (𝑡,𝑋),

• the process (dynamical) noise 𝑄(∆𝑡),

• the radar measurement model 𝑌𝑟 = 𝐺𝑟(·) and noise model 𝜖𝑟 ∼ 𝒩 (⃗0, 𝒞𝑟),

• and the optical measurement model 𝑌𝑜 = 𝐺𝑜(·) and noise model 𝜖𝑜 ∼ 𝒩 (⃗0, 𝒞𝑜).

We require a few further deőnitions. In particular, the EKF is a nonlinear state

estimation őlter which linearizes about the current state. As such, we must deőne

the Jacobian of several functions:

• 𝐴(𝑋) ≡ 𝜕𝐹
𝜕𝑋
|𝑋

• 𝐻𝑟(𝑋) ≡ 𝜕𝐺𝑟

𝜕𝑋
|𝑋

• 𝐻𝑜(𝑋) ≡ 𝜕𝐺𝑜

𝜕𝑋
|𝑋

𝐻𝑟 and 𝐻𝑜 represent the sensitivity of estimates of each state dimension to each

measurement dimension, where near-zero elements of𝐻 imply an inability to precisely

constrain the corresponding state dimensions. These Jacobians are generally quite
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complicated to derive, so are implemented symbolically in SymPy [106] using the

lambdify method for computationally-efficient function evaluations.

The őnal deőnition required for understanding the EKF is the 6×6 state transition

matrix Φ(𝑡𝑓 ,𝑡𝑖). Φ maps the system state at time 𝑡𝑖 to its state at time 𝑡𝑓 , and is

propagated similarly to state 𝑋 via the relation Φ̇ = 𝐴(𝑋)Φ.

4.3 Results

The analysis focuses on two example RSOs to demonstrate network performance

in a couple of realistic object tracking scenarios. Case 1 shows a debris tracking

scenario involving a small (10 cm) piece of debris in LEO. Case 2 shows tracking of a

newly-deployed sun-synchronous orbit (SSO) smallsat. In the case of newly-deployed

spacecraft, fast state convergence is often required to set up an initial communication

link. In each case, the considered network conőgurations include:

• a ground-only radar network consisting of 0, 3, or 10 equally-sensitive radar

sites, spaced roughly equally in longitude and distributed from −30∘ to +30∘ in

latitude

• a space-only star tracker network consisting of 0, 100, or 1000 hypothetical

satellites, all in a Walker-Delta conőguration in 45∘ orbits at 500 km altitude

• hybrid networks consisting of combinations of the above radar and star tracker

conőgurations

Scenario 1 is shown in Fig. 4-11 and scenario 2 is shown in Fig. 4-12. The plots

indicate the size of the position covariance over a 24-hour tracking period for various

network conőgurations. Interpreting the heatmaps on the right of Fig. 4-11 and 4-

12 indicate the trade between building out additional radars versus incorporating

star tracker imagery into existing space situational awareness pipelines. In either

scenario, having zero radars but some star trackers grants worse predictions overall

than having some radars and zero star trackers. In the őrst scenario, 3 radars and
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Algorithm 1 Extended Kalman Filter (EKF)

1: procedure EKF(𝑋0, 𝑡0, 𝒞0, observations)
2: // Initialize variables
3: Φ← 𝐼
4: 𝑋𝑖− ← 𝑋0

5: 𝑡𝑖− ← 𝑡0
6: 𝒞𝑖− ← 𝒞0
7: // Initialize output arrays
8: 𝑋 ← zeros()
9: 𝒞 ← zeros()

10: for 𝑌𝑖, 𝒞data, 𝑡𝑖 in observations do

11: // Prediction step

12: // Propagate state to time of observation
13: 𝑋𝑖, Φ← propagate(𝑋𝑖− , 𝑡𝑖− , 𝑡𝑖)
14: // Update covariance based on propagation
15: 𝒞𝑖 ← Φ𝒞𝑖−Φ𝑇 +𝑄(𝑡𝑖 − 𝑡𝑖−)
16: // Determine measurement residuals
17: 𝑦 ← 𝑌𝑖 −𝐺(𝑋𝑖)
18:

19: // Update step

20: // Perform intermediate computations
21: 𝑆 ← 𝐻(𝑋𝑖)𝒞𝑖𝐻(𝑋𝑖)

𝑇 + 𝒞data

22: 𝐾 ← 𝒞𝑖𝐻(𝑋𝑖)
𝑇𝑆−1

23: // Update the state and covariance
24: 𝑋𝑖 ← 𝑋𝑖 +𝐾𝑦
25: 𝐶𝑖 ← (𝐼 −𝐾𝐻(𝑋))𝒞𝑖(𝐼 −𝐾𝐻(𝑋))𝑇 +𝐾𝒞data𝐾

𝑇

26: // Store outputs at this time step
27: 𝑋[𝑖]← 𝑋𝑖

28: 𝒞[𝑖]← 𝒞𝑖
29:

30: // Reinitialize variables for next observation
31: Φ← 𝐼
32: 𝑋𝑖− ← 𝑋𝑖

33: 𝑡𝑖− ← 𝑡𝑖
34: 𝒞𝑖− ← 𝒞𝑖
35: end for

36: return 𝑋, 𝒞
37: end procedure
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Chapter 5

Conclusion

This thesis presents a general framework for conceptualizing multi-messenger astron-

omy. The framework relies on probabilistic graph models1 to trace the ŕow of infor-

mation Ð here deőned as Fisher information Ð from measurements of astrophysical

sources to latent variables describing the phenomena which are measured to scien-

tiőc hypotheses regarding the processes that deőne them. The fusion-based inference

performed during this process is a prerequisite feature of multi-messenger astronomy,

unlike traditional astronomy for which information at the measurement level can serve

as a direct proxy to represent information at the hypothesis level. As a result, de-

signing and deploying multi-messenger networks necessarily requires assumed models

of the phenomena at hand, even if that understanding is rudimentary or incomplete.

This work demonstrates that adjacent őelds of information theory and heteroge-

neous sensor fusion have deep relation and are readily applicable to modern problems

faced by multi-messenger astronomy. Central challenges include how to perform sen-

sor fusion, whether sensor fusion is useful for any given scenario, and how to design

a network of instruments that best takes advantage of cross-domain informational

content. All of these aspects are addressed in this work.

Chapter 2 discusses the fundamental limits of astrophysical information at the

measurement level. These limitations occur due to a őnite quantity of incident in-

formation, imperfect (lossy or noisy) measurement models of the instruments which

1Also known more commonly (but more narrowly in deőnition) as belief or Bayesian networks.
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access that information, and fundamental quantum uncertainty. Imperfections prop-

agate through belief networks, thereby determining the quality of inferences that can

be made with imperfect or incomplete measurements, as is always the case with real-

world data. To best understand this effect in a multi-messenger context, Chapters

3 and 4 apply the framework to two case studies regarding cosmology with binary

neutron star mergers and space situational awareness of resident space objects respec-

tively. Both case studies demonstrate different aspects of multi-messenger astronomy:

Chapter 3 shows that novel hypotheses can emerge from fusing multimodal informa-

tion, whereas Chapter 4 shows that informational content scales with heterogeneous

data sets, even where the same kinds of hypotheses are accessible by traditional mea-

surements alone.

5.1 Future work

The multi-messenger framework presented in this work can be extended on numerous

fronts.

5.1.1 Improvements to case study modeling ődelity

Most straightforwardly, the ődelity of each case study can be improved. In Chapter 3,

this could include using a Bayesian treatment of gravitational-wave parameter infer-

ence (such as BAYESTAR or LALInference) rather than using the Fisher information

method. In addition, instead of relying on fraction of events observed, network per-

formance could instead be characterized more informatively as the horizon distance

of the network. Furthermore, various simplifying assumptions could be revisited,

including (but not limited to!):

• homogeneity of mergers, such as the assumptions of uniformity of rate den-

sity with redshift and lack of electromagnetic redshift in the EM measurement

model,

• őxed image exposure duration, which could instead be adaptable based on the
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predicted luminosity of the kilonovae,

• 100% duty cycle for every instrument, which is particularly unlikely for survey

instruments or space-based instruments with predeőned observing schedules,

• and a lower frequency cutoff for gravitational-wave chirps, which may have ren-

dered space-based interferometry to appear less appropriate for this application

than it otherwise could be.

In Chapter 4, similar ődelity limitations could be addressed. These include the

assumption of a łsteady-statež catalogue where all objects are already correlated, and

where the task of object association introduces no additional uncertainty. In reality,

object association is likely one of the central challenges that must be overcome in

order to effectively repurpose star tracker imagery. Furthermore, it would be better

to incorporate an improved radar measurement model which takes into account the

actual radar properties and observed signal rather than an assumed baseline SNR

that simply scales with range and radar cross-section.

Lastly, it would be more appropriate to address a broader and more realistic set

of resident space objects rather than just the two hypothetical objects considered

so far. While the same simulation method and probabilistic graph model would

apply, simulation inputs would require additional development, and the simulation

itself would need to be more computationally efficient (or simply run with more

compute). To develop inputs, one could pull TLE data directly from the NORAD

catalogue of presently-known resident space objects. While the optical properties and

radar cross-section of the objects may not be exactly known (and are not included

in TLE sets), sizes could be approximated using e.g. the ballistic coefficients. To

make the simulation more efficient, a method similar to the one applied in Chapter 3

could be used to analytically recompute conditional probabilities for each network just

using simulated performance of individual instruments. Absent further computational

improvements, 𝒪(104) objects could be simulated within a few weeks on a typical

laptop, or more realistically could be run in parallel with cloud computing services.
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5.1.2 Further analyses to build upon case study results

Furthermore, in both cases, there is much room for additional analyses even exclu-

sively based on the simulation data set already generated in this work. The simulation

data set is vast and highly-dimensional, particular for the binary neutron star merger

case study. Questions one could answer with these data include:

• identiőcation of speciőc multi-messenger network conőgurations to recommend

based on a balance of performance and resources,

• the merit of various engineering trades, such as in the quality versus quantity

of detectors and the use of ground-based versus space-based sensors,

• and the design of purpose-built observatories speciőcally for measuring cosmo-

logical standard sirens, such as high-frequency space-based interferometers or

ground-based detectors with better geographical distribution.

Some of these questions would require costing models for gravitational-wave inter-

ferometers. Present costing models even for well-known instruments like telescopes

are an art form at best, so developing similar models for interferometry would likely

necessitate further research.

For the resident space object case study, one could not only demonstrate the

efficacy of star trackers, but also could optimize the placement of worldwide radar

ground station networks. This extension could include arbitrary constraints such as

using only geopolitically łfriendlyž territory and relatively radio-quiet zones.

5.1.3 Additional applications

This thesis considered only two narrow applications of the multi-messenger systems

framework. A vast variety of other potential applications exist. To name just a few

in different őelds, focusing on but not limited to astronomy and space sciences:

• Planetary science poses an intriguing extension, as the messengers can extend to

include direct physical contact with the phenomena in question. For example,
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the Double Asteroid Redirection Test (DART) mission impacted the asteroid

Dimorphos with a satellite probe [47]. DART’s LICIACube cubesat companian

observed the collision itself in both the optical and infrared to study asteroid

morphology and the mechanisms of impact plume generation. Ground- and

space-based telescopes, including Hubble, performed follow-on observations of

the ejecta evolution and changes to Dimorphos’ trajectory. Other planetary

science applications also use gravitational measurements (via perturbations of

spacecraft orbits) to map asteroid interiors [78].

• Heliophysics is a őeld rich with multimodal sensor fusion. Information sources

range from EM imagery of the sun and its corona (including the full EM spec-

tra along with different methods such as spectrometry and magnetography),

neutrinos and cosmic rays (e.g. solar wind) also emitted by the sun, direct EM

őeld measurements within the full volume of the heliosphere, to measurements

of space weather interactions with various planetary bodies including Earth.

In the future, heliophysics may even expand to include all four messengers2:

[146] proposes a means to map the sun’s interior by observing background GW

sources (pulsars) which are lensed by the sun.

• This framework could potentially apply to non-astrophysical applications. A

promising exercise is to use the method to determine how low-cost sensors can

cue high-cost sensors in terrestrial applications which rely on heterogeneous

sensor networks. For example, autonomous navigation systems often require

a suite of heterogenous sensing equipment such as cameras, lidars, and radars,

and the őeld of neuromorphic computing deals with low-cost sensors that mimic

biological neural systems. While the framework would require further develop-

ment to address modeling of non-astronomical sources, in principle the method

of probabilistic graph models equally applies.

2Arguably, all four messengers have already been utilized in this application: two of the őrst
conőrmations of general relativity came from measurements of the gravitational effect of the sun.
These tests included gravitational deŕection of light (in a way jointly gravitational/electromagnetic)
and the precession of Mercury’s perihelion.
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5.1.4 Mathematical development of the systems framework

Perhaps most importantly, the systems framework itself could be improved or built

upon in a number of ways. Firstly, the mathematical rigor could be further developed.

The informational content at each network node could be more explicitly tracked

and shown in each case study. Information content is likely better represented by

concepts including mutual information, entropy, or Kullback-Leibler divergence rather

than Fisher information considered in this work. Mutual information, for example,

quantiőes the informational bits gained about one random variable through observing

another random variable. Contrast that to Fisher information, which measures the

amount of information that an observable random variable carries about an unknown

parameter of a given distribution.

In addition, it has been proven that exact inference in Bayesian networks is NP-

hard [34], meaning using this frameworrk to optimize multi-messenger instrumenta-

tion networks could be computationally intractible in many scenarios. While this

work placed restrictions on the conditional probabilities to stave off this effect (Chap-

ter 3) or otherwise just reduced the scale of the problem considered (Chapter 4), much

related progress has been performed regarding how to best approximate the inference

process [97], which this research could draw from instead.

The Bayesian network itself merely computes the efficacy of a particular set of

measurements at performing scientiőc inference. It does not directly address how

to perform the optimization deőned by Eqn. 2.17. In this thesis, this issue wass

essentially treated via a brute force approach by simulating the performance of a

broad number of networks in parallel. It did not explicitly perform optimization with

feedback based on the results of modeled networks, which is typically a more effective

and fruitful approach. Connecting the output of such a Bayesian network with a true

optimization method represents a promising branch of future work.

Lastly, a signiőcant practical question remains to be addressed. This frame-

work implies that design of observatory networks necessarily requires quantitative,

physically-descriptive models of the phenomena that may be studied. However, even
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just the two scientiőc goals addressed in this thesis posed a signiőcant undertaking

in terms of modeling time, effort, and computation. A necessary avenue for future

work includes streamlining this process. While there is presumably a fundamental

degree of computational irreducibility to modeling astrophysical phenomena, perhaps

further abstraction or mathematical development could provide helpful simpliőcation

of the method.
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Appendix A

Tables of instruments for Chapter 3

Tables A.1 and A.2 show the list of gravitational-wave interferometers and electro-

magnetic telescopes used in the binary neutron star merger case study. The and ID

column identiőes groupings of detectors; i.e., two detectors with the same ID must be

either both included or both excluded from the network. The or ID column identiőes

groupings of detectors which were not simultaneously included in the network; i.e.

only detector (or one and grouping of detectors) can be included at a time. Data

for these instruments were generally pulled from Wikipedia or other online sources.

Some instruments are purely hypothetical in nature, but most are based on extant

instruments, planned upgrades, or future proposals.
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Table A.1: Gravitational-wave interferometers

name abbreviation location(s) or ID and ID

Laser Interferometer Space Antenna LISA heliocentric orbit
Cosmic Explorer (1-site only) CE1 US (CA) 0,1

Cosmic Explorer (2-site) CE2 US (CA and MT) 0,1
Cosmic Explorer (1 site relocated) CE_South Argentina 1 1
Cosmic Explorer (1 site relocated) CE_South Australia 4 1
Cosmic Explorer (1 site relocated) CE_South Antarctica 1

Neutron Star Extreme Matter Observatory NEMO Australia 4
Einstein Telescope ET Germany
LIGO Livingston LLO US (LA) 2 2
LIGO Hansford LHO US (WA) 2

LIGO Voyager (LLO & LHO upgrade) VOY US (LA and WA) 2
Virgo VIR Italy 3

Virgo nEXT (Virgo upgrade) nEXT Italy 3
Kamioka Gravitational Wave Detector KAGRA Japan

Table A.2: Electromagnetic telescopes

name abbreviation location(s) or ID and ID FOV [deg2] aperture [m]
One-Meter Two-Hemispheres 1M2H 29∘S, 71∘W 0 0.25 1

37∘N, 122∘W 0 0.25 1
Dark Energy Camera DECam 30∘S, 71∘W 0 3 4

Distance Less Than 40 Survey DLT40 30∘S, 71∘W 0 0.03 0.4
Visible and IR Survey Telescope VISTA 25∘S, 70∘W 0 0.6 4.1

Wide-Field Infrared Transient Explorer WINTER 33∘N, 117∘W 1 1
Zwicky Transient Facility ZTF 33∘N, 117∘W 1 47 1.2

Rubin Observatory LSST 30∘S, 71∘W 1 9.6 8.4
MASTER Global Robotic Net MASTER 50∘N, 127∘E 2 8 0.4

52∘N, 103∘E 2 8 0.4
59∘N, 57∘E 2 8 0.4
43∘N, 44∘E 2 8 0.4
21∘N, 32∘W 2 8 0.4
17∘S, 28∘E 2 8 0.4
32∘S, 69∘W 2 8 0.4

Las Cumbres Observatory LCO 31∘N, 104∘W 3 0.15 1
21∘N, 156∘W 2 0.15 1
28∘N, 17∘W 2 0.15 1
30∘S, 71∘W 2 0.15 1
31∘S, 149∘E 2 0.15 1
34∘S, 18∘E 2 0.15 1

Extremely Large Telescope ELT 25∘S, 70∘W 0.03 39.4
Thirty Meter Telescope TMT 20∘N, 155∘W 0 0.06 30

Thirty Meter Telescope (in Arizona) TMT_Az 35∘N, 111∘W 0 0.06 30
Giant Magellan Telescope GMT 29∘S, 70∘W 1 0.11 25.4

Giant Magellan Telescope (in Arizona) GMT_Az 35∘N, 111∘W 1 0.11 25.4
Overwhelmingly Large Telescope OWL 25∘S, 70∘W 0.003 100

Hubble Space Telescope Hubble LEO 2 0.002 2.4
Roman Space Telescope Roman Earth-Sun L2 2 0.28 2.4

Large UV, Optical, and IR Telescope A LUVOIR-A Earth-Sun L2 3 0.002 15
Large UV, Optical, and IR Telescope B LUVOIR-B Earth-Sun L2 3 0.002 8.1
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